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Intelligence plus character—that is the goal of true education.

Martin Luther King Jr.

We have long recognized that schools develop character along with mathematics and 
language skills. Students are taught, at least implicitly, to pay a�ention to the instruc-
tor, to put e�ort into their work, to show up and complete assignments on time, to be 
considerate of other students, to avoid arguing with the teacher and �ghting with other 
students, to be honest and truthful, and to develop a love of learning. As a society, we 
believe that such behaviors and a�itudes are important for the future success of stu-
dents—success in education, in the workforce, and in life, generally. However, these 
beliefs have not typically translated into policy or practice in educational testing.

Testing re�ects policy priorities and in�uences what is taught and learned (Frederik-
sen, 1984; Levin, 2012). Since 2001, federal and state policies have centered around 
evaluation of students’ knowledge of subject areas, as seen in the Every Student Suc-
ceeds Act and its predecessor, the No Child Le� Behind Act of 2001, as well as in our 
Nation’s Report Card (National Assessment of Educational Progress). International 
assessments such as the Program for International Assessment (PISA), which began in 
2000; Trends in International Math and Science Study (TIMSS), beginning in 1995; 
and Progress in International Reading Literacy Study (PIRLS), beginning in 2001, 
along with national accountability assessments in most countries of the Organisation 
for Economic Co-operation and Development (OECD) all focus on curricular content 
knowledge. We evaluate teachers with value-added models based entirely on student 
gains in academic achievement, as measured by curricular tests (McCa�rey et al., 2003).

Only recently has there been an explicit a�empt to move beyond a general acknowl-
edgment of the school’s role in building character to embracing character development 
as part of the core school mission warranting its monitoring. In the United States, a 
subset of 10 California school districts (the California O�ce to Reform Education) 
received a waiver from the federal government to implement their own accountabil-
ity assessment, which included social-emotional learning skills (West, 2016). �e 
District of Columbia Public Schools is administering social and emotional learning 
(SEL) survey measures to assess readiness (District of Columbia Public Schools, 
2017). Many states have by now published social-emotional learning standards par-
alleling mathematics, English language arts, and science standards (Collaborative for 
Academic, Social, and Emotional Learning [CASEL], 2020a). Chile’s ministry of edu-
cation is mandated to include social-emotional skills as part of its national account-
ability assessment (Ministerio de Educacio, 2016); other countries are following suit 
(Bravo-Senzana et al., 2023). �e OECD recently launched its Study on Social and 
Emotional Skills parallel to PISA, but designed to monitor progress in student devel-
opment of social-emotional skills, rather than cognitive skills (OECD, 2019a). Many 
organizations have issued  position papers on the importance of SEL (Aspen Institute, 
2018; Atwell & Bridgeland, 2019; OECD, 2015; Salzburg Global Seminar, 2018; 
Schanzenbach et al., 2016). Online resources are now available to �nd and  evaluate 
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social-emotional learning assessments, including Rand’s (Hamilton et al., 2018) 
 Education Assessment Finder, CASEL’s (2020b) SEL Assessment Guide, California’s 
Guide to Social and Emotional Learning Resources (California Department of Educa-
tion, 2018), and others. What has changed?

EVIDENCE FOR THE IMPORTANCE OF 
INTERPERSONAL AND INTRAPERSONAL SKILLS

Benefits-of-Education Studies
One important source for change was economists working from a human capital the-
ory framework. Human capital theory (Becker, 1994) is the idea that individuals are 
rewarded for their productivity (e.g., measured as earnings, or labor market outcomes 
more generally, including employment and nonincarceration), which is driven by 
the set of skills, knowledge, and health individuals bring to the labor market. �ese 
a�ributes are a�ected by education, on-the-job training, medical care, and other fac-
tors. �is framework enables quantifying the value of investments in education on 
 economic productivity, the rate of return for a high school or college education (Card, 
1999). A �nding is that educational a�ainment is an important causal determinant of 
employment and earnings (private returns to education; Barrow & Rouse, 2005; Card, 
1999) as well as national economic strength (social returns to education; More�i, 
2005), hence the public investment in education. However, the bene�t of education 
on labor market outcomes is only partly due to the gains in cognitive skills associated 
with education, perhaps only about 20% (Bowles et al., 2001). Most of the bene�t is 
due to factors other than the cognitive skills acquired, as measured with standardized 
tests, hence the a�ribution to noncognitive skills. Recent evidence shows that returns 
to cognitive ability have even gone down since the 1980s, with a 30% to 50% larger 
e�ect of wages in the 1980s compared to the 2000s (Castex & Dechter, 2014).

Another key demonstration of the bene�ts of education not accounted for by 
 cognitive ability was Heckman and Rubenstein’s (2001) �nding that General Educa-
tional Development (GED) holders, individuals who failed to complete high school 
but scored comparably to high school degree holders on cognitive tests and therefore 
were similar in cognitive skills, experienced very di�erent labor market outcomes. GED 
holders were far more likely to be unemployed and have trouble with the law (Heck-
man & Rubinstein, 2001; Heckman et al., 2014). �e signaling value of a high school 
diploma is a potential alternative explanation for these �ndings—employers value 
degrees—but empirical studies support a human capital interpretation over a signaling 
interpretation (Clark & Martorell, 2014).

A third source of �ndings concerns the value of early childhood education. Although 
such programs were motivated with the goal of boosting cognitive ability for children 
living in impoverished environments, a common �nding was that cognitive ability 
gains tended to fade out a�er a few years, as determined by comparison with control 
groups (Bailey et al., 2017). However, long-term treatment e�ects have consistently 
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been  realized in many positive outcomes, including increased educational a�ainment 
and employment and less incarceration (Barne�, 1996).

�e signi�cance of all three of these study clusters is that they demonstrate the 
importance of noncognitive skills—skills associated with education that were not 
related to the cognitive gains education produces. However, aside from the cognitive 
versus noncognitive distinction, these studies tended not to identify the speci�c nature 
of the noncognitive factors associated with the education e�ect. A question is, What 
are these “noncognitive” bene�ts of education?—What is it that teachers teach and stu-
dents learn, other than mathematics, reading, science, and other subject ma�ers, that 
are of value in school, to employers, and in life?

Predictions-From-Measures Studies
Studies have been conducted by economists and psychologists examining the predic-
tions of educational, workplace, and life outcomes from self- or other-report surveys. In 
higher education, a meta-analysis of psychosocial and study skill factors by Robbins et al. 
(2004) found the highest correlates of grades to be academic self-e�cacy and achieve-
ment motivation and those of retention to be academic goals, academic self-e�cacy, 
and academic-related skills. �ese factors were predictive a�er controlling for socio-
economic status, cognitive ability (test scores), and high school grades. Richardson et 
al. (2012) similarly found academic self-e�cacy to be among the highest correlates of 
grades, along with e�ort regulation, need for cognition, and grade goal. In economics, 
Lindqvist and Vestman (2011) found that a composite measure based on ratings by a 
clinical psychologist of 18-year-old males predicted low earnings and chronic unem-
ployment 20 years later. Segal (2013) found that misbehavior ratings of eighth-grade 
students by their teachers predicted earnings 20 years later a�er controlling for educa-
tional a�ainment and cognitive test scores.

�ese studies are suggestive of the importance of noncognitive factors but were 
also limited by the lack of a reliable strategy for categorizing noncognitive predictors. 
Beginning in the late 1980s and into the 1990s, the Big Five or �ve-factor model of per-
sonality arose in prominence (P. T. Costa & McCrae, 1992; Digman, 1990; Goldberg, 
1993; John & Srivastava, 1999). We discuss this model further in the section “What 
Are the Key Skills?” but for our purposes here, it su�ces to say that the model posits 
that individual personality descriptions are captured by �ve independent dimensions, 
Extroversion, Agreeableness, Conscientiousness, Neuroticism, and Openness. As in 
many realms, particularly measurement, standardization leads to progress (Cochrane, 
1966), and the adoption of the �ve-factor model had a major impact on the value and 
frequency of prediction studies. Meta-analyses of workplace outcomes (Barrick & 
Mount, 1991; Dudley et al., 2006; Rothmann & Coetzer, 2003; Salgado, 1997; Te� 
et al., 1991), lifetime earnings outcomes (Gensowski, 2018), general life outcomes  
(B. W. Roberts et al., 2007), and educational outcomes (No�le & Robins, 2007; Poro-
pat, 2009; Salgado & Tauriz, 2014) have been conducted within the Big Five frame-
work, leading to �ndings particularly of the importance of Conscientiousness (i.e., 
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being organized, responsible, and achievement striving) on school, life, and workforce 
outcomes (Almlund et al., 2011; Levin, 2012; National Research Council, 2012; Ozer 
& Benet-Martinez, 2006).

Note on the Relative Importance of Cognitive Versus Noncognitive Skills

Cognitive ability is sometimes treated as a control variable to examine the incremental 
predictiveness of noncognitive variables (No�le & Robins, 2007; Robbins et al., 2004; 
Segal, 2013). However, several studies have also compared the prediction given by 
cognitive versus noncognitive variables. Poropat (2009) and Richardson et al. (2012) 
found that some of the noncognitive factors have as strong a relationship with outcomes 
as cognitive abilities do. Poropat (2009) computed correlations of academic perfor-
mance with intelligence, ρ = .25 (47 studies, all levels), and Conscientiousness, ρ = .22 
(138 studies, all levels), �ndings in line with �ndings from the workforce (Levin, 1989; 
Salgado & Tauriz, 2014). Borghans et al. (2016) examined four large longitudinal data 
sets to show that personality, as expressed in grades and achievement scores, was more 
predictive of various life outcomes (e.g., wages, education, arrests, life satisfaction, civic 
participation) than IQ scores were. B. W. Roberts et al. (2007) found that the correla-
tions between personality measures and a variety of life outcomes (mortality, divorce, 
occupational a�ainment) were of the same magnitude as the correlations between cog-
nitive ability measures and socioeconomic status measures with those outcomes.

One complication in reporting simple correlations is correcting for range restric-
tion—Levin (2012) pointed out that such corrections can distort �ndings. Selection 
on cognitive and noncognitive ability can operate di�erently—selecting on cognitive 
ability is o�en direct and a�ects the variance of cognitive test scores on the  selected 
sample. Selecting on noncognitive factors is o�en indirect and o�en unmeasured. How-
ever, a persistent �nding is that within a cohort, the correlation between noncognitive 
scores and outcomes is stronger for those in the lower half of the ability distribution 
(Lindqvist & Vestman, 2011; Segal, 2013). Noncognitive ability appears to be partic-
ularly important for students who leave school early and have di�culties maintaining 
employment.

A challenge in comparing the relative importance of cognitive and noncognitive skills 
is that measures of them call on both skills so their e�ects are di�cult to disentangle 
(Borghans et al., 2011, 2016; Kyllonen & Kell, 2018). Being unmotivated temporarily 
or characteristically can produce low cognitive test scores and comprehension di�cul-
ties can a�ect responses on a personality survey.

Workplace-Demands Studies
Employer surveys ask employers what skills they look for in new graduates or how 
important various skills were for job performance. �e �ndings from such surveys 
have been consistent. Casner-Lo�o and Barrington (2006) found that what they called 
applied skills (e.g., critical thinking/problem-solving, oral and wri�en  communications, 
teamwork/collaboration, diversity, leadership, professionalism/work ethic) were 
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far more likely to be considered “very important” to success at work by employers 
 compared to basic knowledge/skills (e.g., English language, reading comprehension, 
mathematics, science), particularly for high school and 2-year graduates. For these two 
groups, the two skills most likely to be rated as most important were professionalism/
work ethic and teamwork/collaboration. Other surveys have found similar results, both 
domestically (Cengage, 2019; National Association of Colleges and Employers, 2018) 
and internationally (Barton et al., 2012).

A question is whether employer surveys provide a distorted picture of the skills 
sought. Employers might say X is important when asked in a survey, while looking for 
Y during recruiting. Rios et al. (2020) examined 142,000 job advertisements and found 
that 70% of job ads requested at least one of what they called “21st-century skills,” with 
the top skills being oral and wri�en communication, collaboration, problem-solving, 
communication skills, social intelligence, and self-direction. �ese results are largely 
in line with results from the employer surveys, although terminology di�erences make 
them somewhat hard to compare. Employers routinely assess these skills using person-
ality tests, structured interviews, situational judgment tests, game-based assessments, 
and reference checking (U.S. O�ce of Personnel Management, 2018b).

Another kind of workplace demand study has involved examining the actual activ-
ities workers engage in on the job. �ese studies typically have the theme of e�ects 
of technology on the nature of work. An in�uential early study by Autor et al. (2003) 
examined jobs (using the Dictionary of Occupational Titles database) in the years 1960 
to 1998 and found that the e�ect of technology was to substitute for routine cognitive 
and manual tasks but complement activities involving nonroutine analytical and inter-
personal tasks. �is has led to a decline in manual tasks (routine and nonroutine) and a 
rise in nonroutine analytical and interpersonal tasks, thereby increasing the demand for 
the la�er. �e analysis was later extended to 2009, showing even clearer trends, but also 
showing a plateauing of nonroutine tasks (Autor & Price, 2013). Deming (2017) con-
ducted a similar study covering the years 1980 to 2012 and showed that jobs requiring 
social interactions have grown considerably, showing a trend for an increasing “social 
skills” premium. Weinberger (2014) presented similar �ndings using Dictionary of   
Occupational Titles data showing a growth in employment and earnings for  occupations 
requiring high levels of both cognitive and social skills compared to those requiring 
only one or the other. Burrus et al. (2013) applied a principal component analysis to 
O*NET ratings, identifying 15 competency components (mixtures of cognitive and 
noncognitive competencies), and showed that the most important competencies by 
both importance ratings and correlations with earnings were what they labeled prob-
lem-solving, �uid intelligence, teamwork, achievement/innovation, and communica-
tion skills.

�ere also have been studies a�empting to project skill demands for the work-
place of the future. A workshop conducted by the National Research Council (2008) 
reinforced the �ndings of the growing importance of broad interpersonal and social 
skills, noting the same conclusion in the earlier SCANS Commission report (Kane  
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et al., 1990) and suggesting the addition of adaptability. A study by Frey and Osborne 
(2017) a�empted to predict the probability of computerization for 702 occupations in 
the United States, based on O*NET data, concluding that close to half of U.S. employ-
ment was at risk. �ey showed that the most resistant occupations were ones involv-
ing perception (�nger and manual dexterity), creativity (originality and �ne arts), and 
social intelligence (social perceptiveness, negotiation, persuasion, and caring for oth-
ers), particularly when in high-wage jobs requiring high levels of educational a�ain-
ment. A study by McKinsey Global Institute (Manyika et al. (2017) concluded that 
future occupations will require more interactions and management, as well as more 
social-emotional, creative, and logical reasoning abilities. A recent edited volume by 
Oswald et al. (2019) explored educational implications for the future of work (Hilton, 
2019).

�ese three clusters of studies—bene�ts of education, predictions from measures, 
and workplace demands—all point to a growing recognition of the importance of non-
cognitive, character, or social-emotional skills. �ere also appears to be evidence that 
the importance of these skills is likely to increase in the future as a result of changes in 
the workforce related to technology. �is highlights the importance of the topic for 
educational measurement.

A Note on Terminology

In the title of this chapter, we refer to interpersonal and intrapersonal skills and other 
names; in the chapter, we use various terms to refer to the same general set of a�ri-
butes. Terminology in this �eld is a source of frustration and confusion (Duckworth 
& Yeager, 2015; Reeves & Venator, 2014). SEL or social-emotional competencies or 
skills is terminology that has taken hold in K–12 education circles (CASEL, 2020b). 
It perhaps supersedes character or character skills, although character education 
is still a prominent reference. For a long time, What Works Clearinghouse main-
tained a separate Character Education category (Institute of Educational Sciences, 
2007), although that appears to now be replaced by a Behavior category (Institute of  
Educational Sciences, 2020). In higher education, interpersonal and intrapersonal 
skills are widely used because of the National Academies of Science’s (2017) adop-
tion of that terminology. Also used is “hard-to-measure” skills or competencies 
 (Stecher &  Hamilton, 2014) and 21st- century competencies (Soland et al., 2013). 
In the workforce, so� skills (Kyllonen, 2013) and behavioral competencies (Society 
for Human Resource Management, 2014) are  widely used, as is emotional intelli-
gence  (Goleman, 1995) (Emotional intelligence also has a more technical meaning; 
J. D. Meyer et al., 2008.) Economists have historically referred to noncognitive skills, 
to contrast with the cognitive skills measured with IQ and standardized achieve-
ment tests (although Messick, 1978, used the term noncognitive, noting its prob-
lems, but blaming its necessity on Bloom’s 1956 usurpation of cognitive to de�ne 
a particular set of skills). Industrial-organizational psychology refers to “other fac-
tors” as seen in the acronym KSAO, for knowledge, skills, abilities, and other factors. 



1346 EDUCATIONAL MEASUREMENT

Skills are  prominent in  economic or human capital theory discussions as a shorthand 
for  whatever is learned in school or in training that has value in the workforce. But 
 measurement psychologists have historically distinguished knowledge, skills, and 
abilities and added a�itudes, values, beliefs, and behaviors, as seen in Buros Mental 
Measurements Yearbook (Carlson et al., 2020). Twenty-�rst-century skills, skills for 
the new economy, and others appear in the literature to re�ect the changing demands 
of school and the workplace as a result of changes in technology (Oswald et al., 2019). 
Skill itself as a term may be thought of as controversial to describe some a�ributes, 
but its evolving widespread acceptance is shown in a New York Times opinion piece 
by U.S. senator Je� Flake (2017), titled “We Need Immigrants With Skills, But Work-
ing Hard Is a Skill.” Personality is also used. However, the concept of personality, 
like the concept of intelligence, is associated with heredity and permanence, and so 
educators have tended to shy away from this terminology, believing personality to be 
outside the control of teachers and the educational system. As discussed in the next 
section, the foundation for this belief may be chipping away.

MALLEABILITY OF PERSONALITY

A recurring problem in the �eld of the assessment of noncognitive skills in educa-
tion is the widespread belief that personality or character traits are �xed, and therefore 
outside the realm of education. Personality traits have been de�ned as the “relatively 
enduring pa�erns of thoughts, feelings, and behaviors that re�ect the tendency to 
respond in certain ways under certain circumstances” (B. W. Roberts, 2009). Numer-
ous studies have shown that personality traits are rank-order stable over decades 
(Ferguson, 2010) and heritable (Vukasovic & Bratko, 2015). However, this is true 
of achievement as well (Rimfeld et al., 2018), and also of social cognitive constructs, 
such as  interests, self-concept, and academic e�ort, popularly believed to be more mal-
leable, but which have been found to be no more so than the Big Five personality traits 
( Rieger et al., 2017).

Damian et al. (2019) tracked personality change in 1,795 adolescents tested 50 years 
later, �nding moderate stability of personality across that period (r = .31 corrected for 
measurement error). But they also found growth of about half a standard deviation 
for personality factors over the period, in the direction of maturity (over time, greater 
Emotional Stability, Conscientiousness, Agreeableness, Openness).1 Speci�c activities, 
such as psychotherapy, can have relatively swi� and substantial e�ects on personality 
change (B. W. Roberts et al. 2017). Social-emotional learning interventions in school 
have similar and lasting e�ects on students’ personality as well as academic and other 
outcomes (Durlak et al., 2010, 2011; Taylor et al., 2017). Together, these �ndings chal-
lenge beliefs about the permanence of noncognitive factors or their inaccessibility to 
education, whether they are called personality traits, social-emotional competencies, 
noncognitive skills, or something else. Like habits, personality can change; personality 
is relatively enduring but not �xed.
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WHAT ARE THE KEY SKILLS?

Considerable evidence supports the importance of noncognitive skills in school, the 
workplace, and life. What are those skills? What noncognitive skills are most important, 
and what skills are the ones driving educational and workforce outcomes? What skills 
should be given a�ention in education, and what skills should be monitored for growth 
and development?

Two speci�c skills have received an enormous amount of a�ention in education cir-
cles. One is grit (Duckworth, 2016), and the other is growth mindset (Dweck, 2006). 
Since 2016, it seems to have been almost impossible to a�end a meeting of educational 
practitioners or policy makers without the word grit being mentioned. Grit seems to play 
an outsized role, serving as a stand-in for all the skills that are missed by standardized 
cognitive tests. Growth mindset has played a similar role and has received a comparable 
number of mentions in practitioner and policy discussions. A solid scienti�c literature 
a�ests to the importance of the constructs of grit and growth mindset on outcomes. 
However, something else may be at play. Both constructs have simple but compelling 
narratives—for grit, work hard in a sustained way and you will succeed; for growth 
mindset, believe that your successes and failures are a result of the e�ort put in, rather 
than your intelligence or external factors, and by doing so you will respond more pro-
ductively to successes and failures (“the power of yet”). �e two constructs also have 
charismatic advocates with popular TED talks (Duckworth, 2013, 50 languages, over 19 
million views; Dweck, 2014, 42 languages, over 10 million views) and best-selling books 
(Duckworth, 2016, 21 weeks on the New York Times bestseller list; Dweck, 2017).

�ere have been meta-analyses of the constructs. Credé et al. (2017) examined 584 
e�ect sizes from 88 samples and 66,807 individuals and showed that Duckworth’s grit was 
uncorrelated with cognitive ability (ρ = .05)2 and highly correlated with  Conscientiousness 
from the Big Five (ρ = .84). Grit predicted grades, both in high school (ρ = .16) and in 
college (ρ = .17; the study did not report grit’s incremental prediction beyond general cog-
nitive ability, but given the low correlation between grit and cognitive ability, the result 
likely would have been similar). Grit could be separated into two correlated constructs, 
perseverance and consistency (correlated ρ = .66), and perseverance was shown to be the 
stronger correlate of grades (ρ = .26 and ρ = .10, respectively). �ese �ndings are largely in 
line with Poropat’s (2009) �ndings and others reviewed in the previous section.

Several meta-analyses of the growth mindset work have been conducted. Sisk et al. 
(2018) examined k = 273 studies with over N = 365,000 students and showed that the 
correlation between growth mindset and achievement was ρ = .12, and only about 37% 
of the studies found a correlation greater than zero. �ey also found that this relation-
ship was not moderated by academic risk, socioeconomic status, or test score versus 
grades outcomes. But it was moderated by age, such that the correlation was zero for 
adults. Sisk et al. (2018) also examined the e�ect size of mindset interventions, �nding 
k = 43 studies (N = 57,155 participants) a�empting to improve growth mindset. Of the 
43 studies, 5 of them showed signi�cant improvement, with an estimated e�ect size of 
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d = .08. Age, at-risk status, intervention type, and intervention length did not moderate 
e�ect size. But there were indications that lower socioeconomic groups bene�ted more 
and that reading-based interventions were more e�ective than computer programs. 
Yeager et al.’s (2019) randomized control trial (N = 6,320 relatively low-achieving stu-
dents) found a similar estimate, d = .11, on grades. Lazowski and Hulleman (2016; k = 
92, N = 38,377) estimated a much higher d = .49, although they included both random-
ized and quasi-experimental designs and a larger group of “motivation interventions.” 
Other than the la�er estimate, these e�ect sizes are “small” by Cohen’s (1992) rules of 
thumb, although Yeager et al. (2019) argued that d = .2 should be considered a large 
e�ect and that their intervention a�ained a substantial proportion of that e�ect.

However, as can be seen from Ha�ie’s (2009) review of e�ect sizes related to stu-
dent achievement, there may be many more potentially important factors than grit and 
growth mindset. Of Ha�ie’s 252 e�ect sizes, 225 of these showed |d| > .11 (Yeager et 
al.’s 2019 estimate is based on a randomized control trial, whereas Ha�ie’s also included 
observational data).

At the time of this writing, the CASEL SEL Assessment Guide (2020b) listed 157 
constructs from 26 assessments. An organizing framework is clearly needed. John and 
De Fruyt (2015) provided a way to organize all “21st-century constructs” identi�ed in 
a review (Trilling & Fadel, 2009). Table 19.1 provides the results of a principal compo-
nent analysis of self-ratings on these constructs by 350 University of California under-
graduates. Five components were extracted that align with the Big Five, suggesting that 
the �ve-factor model is a robust characterization of human self-descriptions, regardless 
of the origins of those self-descriptions.

MOST IMPORTANT SKILLS TO ASSESS: FRAMEWORKS

Various proposals suggest how best to organize the large pool of noncognitive con-
structs and to highlight the most important ones. We review those that have the most 
impact on education discussions.

Collaborative for Academic, Social, and Emotional Learning 
(CASEL): Five-Dimension Framework
CASEL has in�uenced policy and practice related to social and emotional skills in schools 
in the United States, particularly in pre-K–12. �e CASEL website states that “CASEL 
was formed in 1994 with the goal of establishing high-quality, evidence-based social and 
emotional learning (SEL) as an essential part of preschool through high school education.” 
CASEL proposes (a) to conduct research on the e�cacy of SEL, (b) to assist in practice 
and implementation, and (c) to promote legislation at the local, state, and federal levels.

CASEL worked with the Illinois State Board of Education to implement SEL 
 student learning standards for three broad goals of (a) developing self-awareness and 
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Table 19.1 Principal Component Analysis of 21st-Century Skills  
and Big Five Alignment

Factor 1: 
Collaboration (A)

Factor 2: Task 
Performance (C)

Factor 3: Emotion 
Regulation (N)

Factor 4: 
Engagement 

With Others (E)

Factor 5: Open-
mindedness (O)

Compassion Self-discipline Self-con�dence Social connection Curiosity

Care Focus Self-esteem Teamwork Inquisitiveness

Cooperation Perseverance Decisiveness Social awareness Willingness to try new 
ideas

Kindness Self-control, 
school

Tackling tough 
 problems

Public speaking Receptivity

Respect for others Grit Cheerfulness Assertiveness Innovation

Empathy Organization Happiness Leadership Vision

Tolerance Diligence Optimism Courage Insight

Fairness Precision Tranquility Charisma Tinkering (inventing)

Trust Dependability Balance Speaking out/tak-
ing a stand

Learning from mistakes

Forgiveness Reliability Stability Bravery Excitement creating 
something new

Gratitude Consistency Equanimity Enthusiasm Appreciating beauty in 
the world

Appreciation of 
others

Trustworthiness Self-compassion Passion Living in  harmony with 
nature

Living in harmony 
with others

Goal orientation Self-kindness Zeal Spirituality

Interconnectedness Motivation Inspiration Mindfulness

Inclusiveness Work ethic Spunk Existentiality

E�ort Spontaneity Awe

Productivity Playfulness Wonder

Humor Reverence

Self-re�ection

Self-awareness

Consciousness

Self-actualization

Authenticity

Note. Column headings indicate aligning Big Five factor: A = Agreeableness, C = Conscientiousness, N = Neuroticism, E = Extraversion, O = Openness. Adapted 
from “Education and Social Progress: Framework for the Longitudinal Study of Social and Emotional Skills in Cities” (EDU-CERI-CD(2015)13.en), by O. P. John & F. 
De Fruyt, 2015. OECD Publishing.
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self-management skills, (b) using social awareness and interpersonal skills to  establish 
and  maintain positive relationships, and (c) demonstrating decision-making skills 
and responsible behaviors in personal, school, and community contexts (Durlak et 
al., 2011). �e components of these goals—self-awareness, self-management, social 
awareness, relationship skills, and responsible decision-making—have become the 
major constructs around which CASEL’s work is organized. �e “CASEL 5” did not 
result from a scienti�c analysis of either SEL programs or individual di�erences, but 
instead informally emerged to characterize aspects and points of emphasis of various 
SEL programs, using language that policy makers found useful. SEL language has been 
adopted widely in government circles, such as in state and national standards, television 
programs, and other media.

CASEL maintains an extensive website with resources and links. CASEL focuses 
on SEL programs rather than assessments, but hosted an assessment work group for 
several years, resulting in several useful reports (Assessment Work Group, 2019) and 
resources, including the SEL Assessment Guide (CASEL, 2020b), along with a blog, a 
comparison of frameworks (Blyth et al., 2019), an alignment tool, webinars, and assess-
ments emerging from several years of design challenges. CASEL has produced sum-
maries and meta-analyses on the e�cacy of SEL programs (Durlak et al., 2010, 2011; 
Mahoney et al., 2018; Taylor et al., 2017), a handbook on research and practice (Durlak 
et al., 2015); and position papers based on research �ndings and working with stake-
holders on the CASEL website.

National Academy of Sciences/National Research Council
�e National Research Council (2008, 2011, 2012) and its renamed successor, the 
National Academies of Sciences, Engineering, and Medicine (2017), conducted a 
series of workshops and consensus reports on interpersonal and intrapersonal skills. 
�e 2012 consensus report reviewed several 21st-century skills frameworks and created 
a synthesized framework, organized around models from individual di�erences studies 
in abilities (Carroll, 1993) and personality ( John & Srivastava, 1999). �e taxonomy 
posited a set of cognitive (cognitive processes and strategies, knowledge, creativity), 
interpersonal (teamwork and collaboration, leadership), and intrapersonal (intellectual 
openness, work ethic, positive core self-evaluation) competency clusters. Each compe-
tency cluster (e.g., teamwork and collaboration) was in turn cross-walked to 21st-cen-
tury terminology taken from the source documents (communication, collaboration, 
teamwork, cooperation, coordination, interpersonal skills, empathy, perspective tak-
ing, trust, service orientation, con�ict resolution, negotiation), an O*NET descriptor 
or skill (Peterson et al., 1999; social skills), and a basic factor from the individual dif-
ferences literature (e.g., Agreeableness). �e value of organizing around existing mod-
els of abilities and personality is that such models provide an empirical foundation 
for categorizing constructs, in much the same way that John and De Fruyt’s (2015) 
analysis does (see Table 19.1). �is is a way to address the problem of jingle (a single 
term to describe multiple constructs) and jangle (multiple terms to describe the same 
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construct; Reeves & Vanator, 2014). It also provides a way to categorize interventions, 
with an expectation that speci�c construct interventions will provide spillover e�ects 
on within-category constructs in accord with a transfer gradient.

�e National Academies (2017, p. 2) also convened a group to

examine how to assess interpersonal and intrapersonal competencies (e.g., 

 teamwork, communication skills, academic mindset, and grit) of undergraduate 

students for different purposes . . . to include identifying a range of competencies 

that may be related to postsecondary persistence and success, and that evidence 

indicates can be enhanced through intervention. (p. 2)

�ey identi�ed eight competencies: (a) “behaviors related to conscientiousness . . . 
to self-control, hard work, persistence, and achievement orientation”; (b) “sense of 
belonging—a student’s sense that he or she belongs at a college, �ts in well, and is 
socially integrated”; (c) “academic self-e�cacy—a student’s belief that he or she 
can succeed in academic tasks”; (d) “growth mindset—a student’s belief that his or 
her own intelligence is not a �xed entity, but a malleable quality that can grow and 
improve”; (e) “utility goals and values—personal goals and values that a student per-
ceives to be directly linked to the achievement of a future, desired end”; (f ) “intrinsic 
goals and interest—personal goals that a student experiences as rewarding in and of 
themselves, linked to strong interest”; (g) “prosocial goals and values—the desire to 
promote the well-being or development of other people or of domains that transcend 
the self ”; and (h) “positive future self—a positive image or personal narrative con-
structed by a student to represent what kind of person he or she will be in the future” 
(pp. 5–6). �e report stated that “self-report methods, with their known limitations, 
predominated in the assessments of the eight competencies” (p. 8) and that “analy-
sis of the quality of the assessments used in the intervention studies revealed spo�y 
a�ention to reliability and almost no reported evidence of validity or fairness.” (p. 8).

OECD’s SSES framework
OECD manages the PISA (OECD, 2019b) and the Program for the Assessment of Adult 
Competencies (PIAAC), among others. PISA and PIAAC are surveys measuring respon-
dents’ cognitive pro�ciency and include background questionnaires. OECD recently 
launched the Study on Social and Emotional Skills, an international cross-sectional (ages 
10 and 15) survey of students, teachers, and parents focusing on social and emotional skills, 
conducted in 12 city sites (Kankaraš, 2017; OECD, 2019a). �e long-term goal is to mon-
itor the growth of social-emotional skills from school to the labor force in a policy-relevant, 
feasible, valid, reliable, comparable, ethical, cost-e�ective, and sustainable way.

The project has published several framework documents (Chernyshenko et al., 
2018; John & De Fruyt, 2015; Kankaraš & Suarez-Alvarez, 2019; OECD, 2015). 
OECD (2015) provided the justification for the study with a comprehensive lit-
erature review, concluding that social and emotional skills, as important as they 
are, were hard to measure, and consequently teachers, schools, and policy makers 
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do not know “if their efforts at developing these skills are paying off,” and that 
these skills “are seldom taken into account in school and university admissions 
decisions” (p. 13).

OECD (2019a) proposed the Big Five as an organizing framework because of 
 positive research on the psychometric qualities of Big Five measures (reliability, pre-
dictions of outcomes) and a sound justi�cation for �ve independent dimensions. 
Even with only �ve dimensions, the model is comprehensive, particularly when lower 
order  correlated dimensions are added (Dudley et al., 2006; John & Srivastava, 1999; 
Paunonen & Ashton, 2001). Also, the Big Five has a scienti�c underpinning in the 
lexical hypothesis (Goldberg, 1993), that language evolves to accommodate the most 
important and salient di�erences between people in the form of descriptors. �ere 
are competitors to the Big Five, such as the six-dimension hypothesis (Lee & Ashton, 
2004), but this a relatively minor variation. Major alternative explanatory models are 
not readily available. Seeming alternatives, such as 21st-century skills, can easily be 
shown to be largely captured by the Big Five, as John and De Fruyt’s (2015) analysis 
showed (see Table 19.1).

�e OECD (2019a) framework proposed �ve domains with several facets within 
each domain: task performance (achievement motivation, responsibility, persistence, 
self-control), emotional regulation (stress resistance, optimism, emotional control), 
collaboration (empathy, trust, cooperation), open-mindedness (tolerance, creativity, 
curiosity), and engaging with others (sociability, assertiveness, energy). �ese are the 
Big Five factors (Conscientiousness, Neuroticism, Agreeableness, Openness/Intel-
lect, and Extraversion, respectively) with more palatable names. �e framework adds a 
sixth dimension, compound skills, which includes critical thinking, metacognition, and 
self-e�cacy. Unlike some of the frameworks reviewed here, this framework is not merely 
notional or a helpful organizing scheme, but a structural model and, with the assess-
ments being administered, a measurement model, which can be evaluated with con�r-
matory factor analysis. A report on preliminary �ndings is available (OECD, 2021).

UC Consortium on Chicago School Research (UCCCSR)
UCCCSR conducted a comprehensive literature review to identify the noncognitive 
factors critical to children’s learning and development (Farrington et al., 2012). �ey 
sought to identify factors that were linked to academic achievement, at all ages and aca-
demic levels, that were simultaneously “not �xed traits,” but ones that could be shaped 
by the educational context. �e nature–nurture distinction is fuzzy and o�en over-
blown, but a perception of �xed traits versus malleable competencies has  in�uenced the 
research conducted in this area. UCCCSR’s literature review can be viewed as a frame-
work for noncognitive factors. �ey proposed �ve categories of factors: (a)  academic 
behaviors (going to class, doing homework, organizing materials, participating, and 
studying); (b) perseverance (grit, tenacity, delayed grati�cation, self- discipline, 
self-control); (c) mindsets (sense of belonging, growth mindset, self-e�cacy, belief 
in the value of academic work); (d) learning strategies (study skills,  metacognitive 
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 strategies, self-regulated learning, goal se�ing); and (e) social skills (interpersonal 
skills,  empathy, cooperation). �ere has been some empirical research evaluating this 
framework (Farruggia et al., 2016; Wanzer et al. 2019).

Other Frameworks
�e range of noncognitive variables goes beyond the Big Five and the constructs iden-
ti�ed thus far. Here, we discuss proposals that expand the list of potentially important 
constructs.

Social Attitudes

Saucier (2000, 2013) identi�ed several social a�itude dimensions (or belief sys-
tem  components: beliefs, a�itudes, ideologies, worldviews) using a lexical approach. 
Respondents were given 389 descriptions of terms ending in “ism,” such as authoritar-
ianism, liberalism, conservatism, and communism, sampled from the dictionary. �ey 
rated their agreement with the descriptions, and factor analyses resulted in four factors—
(a) alpha (tradition-oriented religiousness, e.g., creationism); (b) beta (unmitigated 
self-interest, e.g., hedonism); (c) gamma (communal rationalism, e.g., utilitarianism); 
and (d) delta (subjective spirituality, e.g., reincarnationism). Saucier (2013) included 
additional items identifying a ��h factor, inequality-aversion (e.g., egalitarianism vs. 
elitism, jingoism). He found traditional religiousness correlated with Republican Party 
(within the United States) preference. Inequality aversion, subjective spirituality, and 
communal rationalism correlated with Democratic Party preference; and unmitigated 
self-interest correlated negatively with Openness/Intellect and Agreeableness.

Economic Preference Parameters

Almlund et al. (2011, Table 6), proposed a set of economic preference parameters—time, 
risk, and social preferences—based on the behavioral economics literature and argued that 
they overlap Big Five factors. Time preference (delay discounting) relates to one’s ability 
to delay grati�cation; risk preference refers to the amount of risk one is willing to assume; 
and social preferences have to do with leisure, altruism, trust, and positive and negative 
reciprocity. �ere are conceptual overlaps—risk-taking is a facet of Extraversion, time pref-
erence (punctuality vs. procrastination) is related to Conscientiousness, and trust is related 
to Agreeableness. A. Falk et al. (2015, 2016) administered measures of economic prefer-
ences along with the Big Five and found some overlaps; they also found correlations with 
national indicators such as educational a�ainment, savings rate, and risk behaviors (e.g., 
smoking).

Kyllonen (2016) proposed (but did not test) a taxonomy to summarize all these 
 constructs. �e major categories were the Big Five, generalized a�itude dispositions, 
interests, personal beliefs, cultural and behavioral norms, social axioms, a�itudes 
toward school, ivalues, subjective well-being, economic preferences (time, risk, and 
social preferences), emotional intelligence, metacognition, creativity, collaboration, 
cognitive bias susceptibility, emotions, moods, and states of mind.
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National Assessment of Educational Progress

Several other frameworks should be mentioned because of their importance in the  
�eld. One is for background (contextual) questionnaires for large-scale assess-
ments, such as the National Assessment of Educational Progress (NAEP) (National 
 Assessment Governing Board, 2013), PISA (OECD, 2017b), and other major assess-
ments, such as TIMSS, PIRLS, and PIAAC. �e National Assessment Governing 
Board (2013) identi�ed priorities for NAEP contextual data collection, which were 
(a) NAEP reporting categories (socioeconomic status, gender, race/ethnicity, disabil-
ity status, and English language status); (b) contextual factors with relationships to 
achievement; and (c)  subject-speci�c information, with priority based on validity, reli-
ability, universality (can be collected from all students), currency, respondent burden, 
logistic feasibility, cost-e�ectiveness, timeliness, nonintrusiveness, whether trends 
are important, and whether the information contained is valuable for understanding 
academic performance and how to improve it. NAEP is administered every year, and 
there are many di�erent questionnaires (student, teacher, school), which are changed 
regularly. �e student questionnaire is limited to 15 minutes. �e National Center for 
Education Statistics (n.d.-b) provides details and the questionnaires themselves.

PISA

PISA measures reading, mathematics, and science every 3 years (since 2000; highlight-
ing a di�erent subject each cycle) to about half a million 15-year-olds in 70+ countries 
and includes a 30-minute student questionnaire. �e PISA 2018 questionnaire frame-
work (OECD, 2019b), highlighting reading, includes three construct categories:  student 
background (e.g., out-of-school reading, socioeconomic status), schooling (teacher 
quali�cations, instruction time, parental involvement), and noncognitive/metacogni-
tive. �is la�er category includes a�itudes motivation, strategies dispositional variables 
(achievement motives; incremental mindset; perseverance; subjective well-being; infor-
mation and communications technology, motivation, and practices) school-focused 
variables (learning beliefs, a�itudes toward school, achievement goals), and dispositions 
for global competence (included because global competence was assessed in the PISA 
2018 survey). �e la�er includes communication and relationship management, knowl-
edge of and interest in global developments, Openness and �exibility, and emotional 
strength and resilience. �ere are common themes and scales across the PISA cycles as 
well as changes (see OECD, 2013a, 2016, 2019b, for the past three questionnaire frame-
works). �ere have been many analyses of the constructs together to determine the 
dimensionality and structure of these scales ( J. Lee & Stankov, 2013; Marsh et al., 2006).

The California Office to Reform Education (CORE)

CORE is a coalition of eight California school districts serving over half a million 
 students. It was the �rst U.S. jurisdiction to obtain a waiver from the U.S. Department 
of Education’s No Child Le� Behind legislation to administer a noncognitive assess-
ment for the purposes of accountability. �e questionnaire measured four constructs in 
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 students—self-management, growth mindset, self-e�cacy, and social awareness (West, 
2016). �ere was not a systematic process for identifying these constructs, but they are 
some of the more popular in K–12 discussions. Two come from the CASEL �ve; growth 
mindset comes from Dweck (2017), but is related to locus of control and  a�ribution 
theory, which have been a part of education discussions for decades (Graham, 1991; 
Ro�er, 1966), as has self-e�cacy (Bandura & Schunk, 1981; Schunk, 1989).

Mission Statements

Oswald et al. (2004) identi�ed 12 critical skills for college by sorting statements coming 
from college mission statements. �ey clustered into intellectual (knowledge, contin-
uous learning, and curiosity/artistic appreciation), interpersonal (multicultural toler-
ance, leadership, interpersonal, social responsibility), and intrapersonal (health, career 
orientation, adaptability, perseverance, ethics) behaviors. With a similar methodology, 
Stemler et al. (2011) identi�ed cognitive, social, emotional, and civic as the most com-
mon themes in high school mission statements.

Competency Identification

Shultz and Zedeck (2011) conducted extensive interviews with practicing lawyers, asking 
questions such as, “If you were looking for a lawyer for an important ma�er for your-
self, what qualities would you most look for?” �ey identi�ed 26 e�ectiveness factors, 
divided into eight categories (cognitive, research and information gathering, commu-
nications, planning and organizing, con�ict resolution, entrepreneurship, working with 
others, character). �is approach has also been used in developing competency frame-
works, which are widely used in business for promoting assessment and training needs. 
One example is SHL’s Great Eight (Bartram, 2005). �ese eight high-level competencies 
have been mapped to the Big Five (the le�er in parentheses indicates the competency’s 
highest correlate (A = Agreeableness, E = Extraversion, O = Openness; N = Neuroticism; 
C = Conscientiousness; g = cognitive ability): learning and deciding (E); supporting and 
cooperating (A); interacting and presenting (E); analyzing and interpreting (g); creat-
ing and conceptualizing (O); organizing and executing (C); adapting and coping (−N); 
enterprising and performing (−A). Each of these is divided further into speci�c compe-
tencies. Leading and deciding is divided into deciding and initiating action and leading 
and supervising. Deciding and initiating action is further divided into six  competencies, 
including making decisions, acting on own initiative, and taking calculated risks. Other 
competency frameworks are Cli�on Strengths (Rath & Conchie, 2008) and Lominger’s 
67 competencies (Lombardo & Eichinger, 2004), which include competencies such as 
dealing with ambiguity, creativity, motivating others, planning, and building e�ective 
teams. Competencies are typically identi�ed based on factor analysis of responses to 
 rating scale items wri�en to represent a broad variety of a�itudes, values, and behaviors 
relevant to workplace performance, providing an empirical foundation to this work. But 
there is less emphasis on �nding commonalities across competency frameworks (because 
of market incentives) compared to the case with personality psychology.
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Personality Testing Frameworks: The Big Five and Facets

 Personality assessments are built around frameworks. �e Big Five is an important 
 framework. However, the most popular personality assessments typically provide 
many more than 5 dimensions. Analyses of items from the International Personal-
ity Item Pool (Goldberg et al., 2006), a repository of over 3,000 personality items 
aligned with over 400 commercial instrument scales, reveal over 25 factors (Condon, 
2018). Major commercial instruments measure more than 5 dimensions: SHL’s OPQ 
(32 dimensions); Gallup’s StrengthsFinder 2.0 (Rath, 2007) (34 dimensions, called 
themes), and Lominger (Lombardo & Eichinger, 2004) (67 competencies). A. Costa 
and Kallick (2008) proposed 16 habits of mind, essential characteristics for success, 
including persisting, managing impulsivity, and thinking independently. C. Peterson 
and Seligman (2004) proposed 26 character strengths rolled up into 6 classes of vir-
tues. A consistent �nding is that the 5-factor model (or the 6-factor HEXACO model, 
Lee & Ashton, 2004) is the highest order of a hierarchical model ( John & Srivastava, 
1999; Drasgow et al., 2012). Although facets (lower order components) tend to be 
less stable across samples and languages than the Big Five, the 5- (or 6-) factor model is 
the best model we have of the major independent dimensions of human descriptions 
of personality, with additional structure of maybe 20 or 30 reliable factors beneath the 
Big Five.

Comparison of Frameworks
�e frameworks reviewed only scratch the surface—Berg et al. (2017) identi�ed 136 
frameworks in the K–12 area alone! And there are higher education frameworks, such as 
ACT’s holistic framework (Camara et al., 2015). A question is, How can such frameworks 
be evaluated or compared? A report from the CASEL assessment work group (Blyth et al., 
2019) proposed 10 criteria. Five concerned conceptual clarity: speci�city (de�nes com-
petencies), balance (includes interpersonal, intrapersonal, and cognitive competencies), 
developmental (speci�es how development occurs), culturally sensitive (accommodates 
cultural di�erences), and empirically grounded (re�ects �ndings of associations between 
competencies and school, work, and life success). Five concerned implemental support: 
intended for practice, resources for practitioners, resources for use by children and youth, 
resources for measurement and data use, and empirically tested. �e criteria were devel-
oped with practitioners in mind—school sta� seeking a framework for implementation in 
response to district, state, or federal policies or  mandates. Related CASEL e�orts include 
a white paper on what frameworks are and why they are useful (Blyth et al., 2018) and 
tools for selecting and cross-walking frameworks ( Jones et al., 2019).

�e Big Five personality model has been in�uential in framework development. 
OECD’s Study on Social and Emotional Skills program has adopted it, and workforce 
testing has embraced it. Long-standing workforce tests are issuing �ve-factor model 
conversions and score reports, and new assessments are speci�cally tailored around the 
Big Five. Why is that? �e �ve-factor model likely has more research—reliability, pre-
diction studies, and, increasingly, personality change studies—than any other model of 
individual di�erences in social and emotional dimensions. �e Big Five has become a 
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standard and therefore a means to align �ndings and advance the �eld quickly. CASEL 
language is more popular, certainly within K–12 education, and it is highly represented 
in policy statements and in state social-emotional learning standards (SEL itself is a 
CASEL coinage). �e Big Five’s power is that it emerged from an empirical �nding 
regarding the words we use to describe ourselves and others (Goldberg, 1993). For 
these reasons, the Big Five model and CASEL’s �ve competencies are the dominant 
frameworks today. Few, if any,  frameworks can satisfy all the requirements laid out by 
Blyth et al. (2019). It is likely that for the foreseeable future no one framework will be 
adopted universally for diverse uses. As frameworks are implemented, for various pur-
poses, and results are analyzed, we may see more consolidation based on what kinds of 
frameworks prove most useful.

METHODS

Separating methods and constructs is di�cult. �e construct of personality is almost 
completely confounded with the rating scale method for measuring it. In the research 
 literature and in policy discussions, mention of personality is invariably linked with 
rating scale measurement. We suspect that resistance to implementing personal-
ity assessment in schools has to do with the limitations of rating scale methodology. 
Despite widespread agreement on construct importance, there may be doubt about the 
adequacy of ratings scales for measuring them. Imagine a world in which, instead of 
mathematics tests, we administered self-ratings of mathematics knowledge and ability. 
Signi�cant decisions would not likely be based on such data.

Disentangling method and construct is useful conceptually and for the �eld to 
advance, which has been acknowledged for over half a century (Campbell & Fiske, 
1959). �ere may be methods other than rating scales for measuring personality. Per-
sistence can be measured variously:

•  Self-rating: “How o�en do you work on a task until you are �nished: Rarely/some-
times/o�en/always or almost always?”

• Teacher rating: “X completes their assignments on time: True/Not true?”
• School administrative record: Missed assignments___; tardiness___
•  Performance test: Length of time spent adding columns of numbers before request-

ing a break
•  Situational judgment test: “You have a test the next day and don’t feel fully pre-

pared. You are very tired and you are not thinking clearly. What do you do?”
•  Behavioral interview: “Tell me about a time when you had to persist on a task 

despite many barriers in your way.”

Here, we review the main methods used to measure intra- and interpersonal skills. We 
review the main issues in the design, development, and scaling of assessments and the 
key evidence and challenges with respect to reliability, validity, and fairness (for addi-
tional information on these three concepts, see Lee & Harris; Lane & Marion; Zwick; 
and Rodriguez & �urlow, all in this volume).
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Self-Report Ratings
Self-report ratings are rating scale measures, known as Likert-scale measures (Likert, 
1932). �ey refer to a statement or a question a respondent is asked to express agree-
ment or other judgment about (e.g., behavior frequency). An example is, “How much 
do you agree with the statement, I am a hard worker? Strongly agree/agree/neither 
agree nor disagree/disagree/strongly disagree,” or “How o�en do you come to class 
prepared? Never or almost never/seldom/sometimes/o�en/always or almost always.” 
�e research we have reviewed to this point is based on this method. �e contextual 
questionnaires in NAEP, PISA, PIAAC, World Health Organization’s Health Behav-
ior in School-Aged Children survey (Inchley et al., 2018), and most assessments in 
�ND’s Education Assessment Finder (Hamilton et al., 2018) and CASEL’s (2020b) 
SEL Assessment Guide are based on this method, as are the assessments used in the 
CORE Districts and the items in ETS’s SuccessNavigator. �e Big Five personality 
model is based on self-report ratings.

�ere are general rules for item writing (Alreck & Se�le, 1994; Fowler, 2006; National 
Assessment Governing Board, 2002). Items should be precise (e.g., regarding who the 
question refers to, the time frame), concise (e.g., ask one question, one  topic; avoid 
“double-barreled” questions; do not use more words than necessary), neutral (e.g., 
avoid leading the respondent to a preferred answer), and simple (avoid esoteric vocab-
ulary or complex sentence constructions). An easier rule of thumb is the headline rule. 
Imagine a New York Times headline that summarizes �ndings from the survey based on 
one item. “40% of New York 4th graders agree that what they learn in school is import-
ant for their future” is fairly interpretable. “30% of New York 4th graders o�en believe 
that what they learn is irrelevant” is probably not—what does “o�en believe” mean?

�e NAEP contextual questionnaire group (Bertling, 2015) developed a format 
taxonomy for rating scale questions, applicable to questionnaire assessments broadly. 
�eir 12-scale taxonomy speci�ed �equency (“how o�en”) versus amount/extent (“how 
much”); frequency scales were abstract or quanti�ed, with abstract being absolute (with-
out reference point) or relative (with a reference point). Two types of quanti�ed scales 
are absolute (i.e., counts) and average quanti�ed �equencies (average counts  within a 
time period). �ere are eight amount/extent scale types: time, emphasis,  possibility to 
change, similarity to self (“like me”), agreement, con�dence, likelihood, and importance. 
Each is associated with speci�c recommended response categories. An absolute abstract 
frequency scale uses the categories “never or hardly ever,” “once in a while,” “sometimes,” 
“o�en,” and “always or almost always.” An average quanti�ed frequency scale uses the cat-
egories “never,” “about once or twice a year,” “about once or twice a month,” “about once 
or twice a week,” “every day or almost every day,” and “several times a day.” An agreement 
scale uses the labels described in the previous paragraph; a similarity-to-self scale uses 
“not at all like me,” “a li�le bit like me,” “somewhat like me,” “quite a bit like me,” and 
“exactly like me.” �is was implemented in PISA 2022 (OECD, 2023).

Research issues include how many response categories to use (e.g., 2, “true of me”  versus 
“not true of me” to 11 or more, such as a continuous graphic scale) (Revilla et al., 2014, 



Assessment of Social-Emotional, Sof t, Charac ter, Behavioral, and Intrapersonal 1359

suggested 5 for agreement scales) and whether to include a neutral middle point (e.g., 
“neither agree nor disagree”) (Moors, 2008, suggested probably not). �ere have been 
studies on the interpretation of frequency quanti�ers, such as seldom and o�en (Bock-
lisch et al., 2012; Newstead & Collis, 1987), which may be useful in making response 
category labels by spreading out the categories (selecting category labels  corresponding 
to a spread of speci�c percentages that might be informative). But determining the most 
e�ective approach for a particular context is di�cult. An alternative is analyzing response 
data a�er data collection to determine category frequencies and to explore the relation-
ship between item responses and the underlying trait level using nonparametric methods, 
such as nonparametric option characteristic curves (Ramsay, 1991), or item response the-
ory (IRT) methods, such as the nominal response model (Bock, 1972). R. H. Meyer et al. 
(2018) provided examples with the California CORE data.

Reliability

Two general approaches to analyzing and scoring rating scale data are classical test the-
ory (C�) and item-response theory (IRT). �e C� approach models test (or scale) 
scores (with exceptions; Legree et al., 2021). It assumes an observed test score is the 
sum of a true score and a random error. Ratings are assumed to be on an interval (con-
tinuous) response scale. A rule of thumb is that more than six ordered response cate-
gory responses can be treated as continuous (Millsap, 2011, p. 121), but with fewer, they 
should be treated as categorical (Lubke & Muthen, 2004). Nevertheless, treating rating 
scale data as continuous is still the most common approach. �e method involves trans-
forming category responses (e.g., “strongly agree,” “agree,” “disagree,” “strongly disagree”) 
to numbers, usually 1 to k (sometimes, 0 to k − 1), where k is the number of categories, 
and then computing descriptive statistics (mean, standard deviation, skewness), and reli-
ability (usually Cronbach’s alpha) from the continuous variable. West et al. (2020) used 
a C� approach when analyzing the CORE Districts data. A self-management scale (e.g., 
“I came to class prepared”) used a �ve-category response scale (“almost never,” “once in a 
while,” “sometimes,” “o�en,” and “almost all the time”). �e scale metric was transformed 
from the �ve scale categories, yielding a mean of 4.05 (presumably, the nine self-man-
agement items mean), a standard deviation of .69 and an alpha of .85 was reported (their 
Table 2). All four construct scales (self-management, growth mindset, self-e�cacy, and 
social awareness) had �ve response scales, and although they had di�erent labels (“not 
at all true” to “completely true” for growth mindset; “not at all con�dent” to “completely 
con�dent” for self-e�cacy; “not carefully at all” to “extremely carefully” for social aware-
ness), this allowed some degree of comparability across scales.

CLASSICAL TEST THEORY RELIABILITY In C�, reliability is the proportion of true score 
to observed score variance, r

xx t x′
= s s2 2

/ . Reliability is a function of both the aver-
age interitem correlation (or covariance) and the number of items in the scale, as can 

be seen from a formula for alpha, r
n c

v n cxx′ =
+ −( )1

 where n is the number of items 
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in the scale, c  is the mean interitem covariance, and v  is the average item variance.3 

One implication of this is that scales can be made more reliable simply by adding more 

items. �is is shown in the Spearman–Brown prophesy formula, r
kr

k rxx
xx

xx
′

′

′

∗
=
+ −( )1 1

,  

where rxx¢
*  is the expected new reliability resulting from changing the test length by a factor of 

k (k = 2 to double the number of items or k = .5 to halve the number).
Reliability is important when correcting correlations with external variables and 

when determining e�ects of changes in reliability on changes in correlations with 
external variables. Disa�enuated correlations between a scale, x, and an external vari-
able, y, that is, correlations corrected for unreliability in both x and y, are computed 
as r r r rxy xy xx yy

∗

′ ′
= / . �is can also be used for estimating changes in correlation with 

external variables, from rxy  to rxy2  based on changes in reliability, from rxx¢  to rxx¢2  
is r r r rxy xy xx xx2 2=

′ ′
/ ; that is, the new predictive correlation is increased by a factor of 

the ratio of the square roots of the new to old reliabilities (Nunnally & Bernstein, 1994, 
eq. 7-1, p. 257).

IRT SCORING AND RELIABILITY IRT can be used to analyze and score data from rat-
ing scales. IRT treats the ratings as categorical variables and models the probability of 
choosing each rating category as a function of item parameters and person latent trait. 
�ere are many IRT models—van der Linden (2016) comprises 33 chapters, each ded-
icated to an IRT model (or class of models).4

�ere are ways to taxonomize IRT models to focus on the ones most important for 
the analysis of rating scales. First, distinguish continuous from categorical latent vari-
ables. Categorical latent variable models include mixture models and latent class mod-
els. �ese are relatively rare in analyses of rating scale data, although there are some 
applications for detecting response styles and faking (Eid & Zickar, 2007).

�e most common IRT models assume a continuous latent variable underlying the 
ordered categorical responses. What is being modeled is the probability of selecting 
one of the k categories, such as “agree” or “strongly agree.” A set of “divide-by-total” 
polytomous IRT models (�issen & Steinberg, 1986) that share common parameter-
ization but with decreasing degree of constraints includes rating scale models (RSM; 
Andrich, 2016), partial credit models (PCM; Masters, 2016), generalized partial 
credit models (GPCM; Muraki & Muraki, 2016), and nominal response models 
(NRM; Bock, 1972). Item parameters for these models include item/category slope 
and category intercept parameters, which, respectively, represent the discrimination 
of the item/category as a function of the latent trait and the relative endorsement of 
a category.

�e RSM (Andrich, 2016) assumes all item slopes are the same, and the di�erences 
of category intercepts between adjacent categories (e.g., disagree and agree, agree and 
strongly agree) are the same across items. �e PCM assumes equal item slopes, but 
relaxes the constraints on category intercepts. �e GPCM further relaxes the assump-
tion of equal item slopes for all items in the scale, an assumption that characterizes 
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both the RSM and the PCM. However, discrimination is common across all categories. 
�e NRM even further allows di�erent categories to have di�erent slopes. �ese are 
IRT models ordered by �exibility. Fi�ing these models to the same data can be used to 
test out di�erent model assumptions (Preston et al., 2011). A cost for �exibility is the 
requirement for larger sample sizes. De Ayala (2009) recommended minimum sample 
sizes of 250, 250, 500, and 600 for the RSM, PCM, GPCM, and NRM, respectively. 
Once an IRT model has been determined, an individual can be scored as the estimate 
of the latent trait in the given IRT model.

In IRT, test information and measurement error vary with the latent trait. To get 
overall reliability averaging across the latent trait, Green et al. (1984) suggested mar-
ginal reliability. Following the C� reliability de�nition of variance of true scores over 
variance of observed scores, the IRT marginal reliability is calculated as ( )/σ σ σ

θ θ

2 2 2- e ,  
where σ

θ

2
 is the variance of latent trait and se

2
 is the average error variance across the 

latent trait distribution.

CTT VERSUS IRT FOR RATING SCALE METHODS Most personality research and non-
cognitive assessment research more generally employs C� methods. C� methods 
are convenient; well known; easy to apply with a wide variety of so�ware, including 
spreadsheet so�ware; and familiar to researchers and stakeholders; they can also be 
appropriately applied in small samples. IRT models are more complex, less well known, 
require specialized so�ware, and generally require larger samples. But there are signif-
icant advantages to IRT methods. IRT overcomes the fundamental item–person con-
founding problem in C�, separating item and person e�ects (van der Linden, 2016). 
�is separation leads to many advantages: IRT can be used to provide be�er item diag-
nostics, scoring of test takers based on response pa�erns, form assembly, equating and 
linking of forms, assessment of change, and examination of measurement invariance 
across test-taking subgroups. �ese advantages are routinely discussed in IRT text-
books (Reise & Revicki, 2015), and the �eld of educational measurement has embraced 
IRT approaches. Because educational measurement increasingly includes personality 
and noncognitive assessment, a similar adoption of IRT methods in this realm can be 
expected.

Validity

EVIDENCE BASED ON CONTENT Rating scale items are simply statements about which 
a respondent expresses agreement (or frequency, amount, or extent). So, if  respondents 
indicate that they “strongly agree” that “I am a hard worker,” this can be  taken at face 
value as an indication of Conscientiousness, by the de�nition of Conscientiousness. 
Messick (1995) referred to this as content relevance. �is prima facie case is bolstered 
by additional evidence that ratings on other indicators of Conscientiousness (e.g., “I am 
thorough in my work,” “I complete tasks in an e�cient manner”) tend to intercorrelate. 
�e literature on item intercorrelations based on the �ve-factor model a�ests to the 
nature of those relationships ( John & Srivastava, 1999).
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�is interpretation can be challenged based on calibration and faking (or social 
 desirability responding). �e calibration challenge is that interpreting Respondent A’s 
“strongly agree” that “I am a hard worker” as an indication of a higher level of Conscien-
tiousness than Respondent B’s “agree” that “I am a hard worker” (aside from the map-
ping of “hard worker” to “Conscientiousness,” discussed in the previous paragraph) 
assumes that the two respondents have similar understandings of both the stem and 
the categories (Böckenholt, 2004). An example of miscalibration can be found in the 
meta-analytic correlation between self-estimates of cognitive ability and cognitive abil-
ity measured by tests: they are only correlated around r = .33 (Freund & Kasten, 2012).

�e faking challenge has to do with respondents presenting themselves in a too-fa-
vorable light (self-presentation); social-desirability bias (Paulhus, 2002). Niessen et 
al. (2017) demonstrated self-presentation with university applicants who  completed 
a set of ratings and then repeated the ratings a�er being selected into the program 
 (reduced self-presentation). Scores were higher and outcome predictions were lower 
with self-presentation. West et al. (2018) minimized self-presentation by assuring ano-
nymity, a�aching no stakes to the assessment, and having the proctor (teacher) stay in 
the back of the room rather than roam the aisles looking over students’ shoulders. Still, 
self-presentation presents a challenge, particularly in a high-stakes context.

EVIDENCE BASED ON CORRELATIONS WITH OTHER MEASURES �e other key source 
of validity evidence for rating scale measures is in their correlations with external 
measures. Meta-analyses have shown moderate correlations between personality self- 
ratings and grades in higher education (McAbee & Oswald, 2013; No�le & Robins, 
2007; Poropat, 2009; Richardson et al., 2012; Robbins et al., 2004, 2009; Vedel, 2014). 
Conscientiousness is the highest correlate, typically in the mid .20s range. �ese stud-
ies, as well as the ones cited next, are typically conducted in low-stakes research se�ings, 
giving respondents li�le incentive to fake self-ratings.

West et al. (2018) found moderate correlations within grade between the four CORE 
Districts scales (self-management, growth mindset, self-e�cacy, and social awareness) 
and grade point average (GPA; r = .18 to .44) and math (r = .14 to .37) and English 
language arts test scores (r = .15 to .34) (Ns ranged from 7,893 to 127,134). �is aligns 
with expectations based on our review and supports a test score interpretation that the 
four constructs are associated with educational success.

�ere are two key challenges to this interpretation, independent of the challenges 
associated with the calibration and faking issues discussed previously. �e four scores 
are correlated quite highly, relative to their reliability. At the school level, correlations 
range from r = .36 to r = .97, with a median r = .91 (Hough et al., 2017). �is suggests 
that there might not be four unique pieces of information in the four scale scores, which 
would challenge an interpretation based on the scale content (e.g., self-e�cacy, growth 
mindset), perhaps toward an alternate interpretation based on the common elements 
across the scales (e.g., social desirability). �e fact that West (2016) showed that the 
highest correlate of English language arts grades was the composite of all four measures, 
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rather than any individual measure, supports this idea. A subscore analysis, as suggested 
by Haberman (2008), would be informative to establish scale independence.

Second, interpreting results across grades is challenging. Figure 19.1 shows the cross 
sectional comparisons of CORE District students’ SEL scores from Grades 4 to 12 and, 
for comparison purposes, the math and English language arts achievement test scores. 
Achievement test scores, which are vertically scaled and therefore comparable, are 
monotone, almost linear increasing. �e SEL scores are from identical questions (i.e., 
the same questions were asked in the 3rd through 12th grades), scaled to a common 
metric. �ey sometimes go up, sometimes down, without a clear pa�ern. At the least, 
this challenges the interpretation of test scores as indicating an association of the four 
constructs with achievement. Fourth graders’ social awareness is considerably higher 
than that of high schoolers, yet their achievement is considerably lower. Within a grade, 
the correlation is higher. �e cross-grade pa�ern is di�cult to interpret. Generally, age, 
period, and cohort e�ects all might in�uence �ndings like these (Ion et al., 2022).

Fairness

Fairness in assessments as well as communications about those assessments, in various 
standards documents (American Educational Research Association [AE�] et al., 2014; 
ETS, 2014, 2022), refers to the requirement that construct-irrelevant personal charac-
teristics of test takers have no appreciable e�ect on test results or their interpretation. 
Fairness reviews conducted prior to pilot testing consider representation of the groups 
to be studied, accommodations, presentation and response formats, the potential e�ect 
of timing (e.g., time limits), language (e.g., English language learning status), experience 
with the technology, and prohibition of inappropriate language, among  other factors. 
Noncognitive and cognitive assessments are not di�erent in these regards. Generally, the 
goal is to avoid materials that are not fair because they include the wrong content and 
skills or they fail to include a good sample of the right content and skills (ETS, 2022).

MEASUREMENT INVARIANCE Measurement invariance analyses is conducted to ensure 
comparability of interpretation across groups (e.g., race/ethnicity, gender, age, lan-
guage) or over time. With continuous data there are well-documented  approaches to 
establishing measurement invariance through a sequence of tests for con�gural, met-
ric, and scalar invariance. Tests for con�gural invariance establish that the factor struc-
ture is the same across groups; metric invariance establishes that item loadings are the 
same;  scalar  invariance establishes that the item intercepts and loadings are the same. 
Establishing metric invariance allows one to interpret the correlations between scale 
scores and external variables as comparable for the di�erent groups; establishing scalar 
invariance allows one to interpret the mean scale (factor) di�erences between groups. 
Failure to establish measurement invariance at any point makes comparisons between 
groups problematic. It is not appropriate to claim a mean “Conscientiousness” di�erence 
between males and females if scalar invariance is not established. If a Conscientiousness 
item was “I enjoy assembling and disassembling car engines” and the mean di�erence on 
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FIGURE 19.1

Cross-Sectional Comparisons of CORE District Students Scale Scores Across Social-Emotional Learning (SEL) Scales  

(Top Four Panels) and Achievement Test Scores (Bo�om Two Panels)
Note. Achievement test scores are vertically scaled and monotone increasing. SEL scale scores are from identical questions across years scaled to a common 
metric. �ey are not monotone increasing. From Trends in Student Social-Emotional Learning: Evidence �om the CORE Districts (Working Paper), by M. R. 
West, L. Pier, H. Fricke, H. Hough, S. Loeb, R. H. Meyer, and A. B. Rice, 2018, PACE: Policy Analysis for California Education, CORE-PACE Research 
Partnership. Reprinted with permission.
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a  Conscientiousness scale that included the item showed a higher mean for males, one 
might be reluctant to conclude that males were more conscientious than females (Ploy-
hart & Oswald, 2004).

With categorical data, as typically found on rating scales, the con�gural–metric– 
scalar series of tests is not appropriate, unless those data are treated as continuous. But 
if they are treated as categorical, an alternative sequence of �rst testing for con�gural 
invariance, then for threshold invariance, then for loadings and intercept invariance is 
recommended (Svetina et al., 2020; Wu & Estabrook, 2016). �ere are several reasons 
for conducting measurement invariance analyses. One is to determine the appropriate-
ness of comparing groups. Another is to explore reasons for mis�t, which can  provide 
additional insight into group di�erences (Putnick & Bornstein, 2016). Typically, 
when conducting measurement invariance tests, steps are taken to identify mis��ing 
items and delete them or relax certain assumptions about them (e.g., thresholds). �is 
 process can provide insights on possible reasons for mis�t and allow for comparison of 
scale scores between groups. �e practical importance of lack of invariance should also 
be considered (Nye & Drasgow, 2011; Schmi� & Ali, 2015).

Response Style

For rating scale items, response style is potentially a source of construct-irrelevant vari-
ance. Response style is a major factor in international assessments involving  di�erent 
languages, but it also can also di�erentiate subgroups within a language group (e.g., gen-
der, race/ethnicity, immigrant status). �ere are well-documented di�erences between 
cultural groups in using the response scale, independent of the construct being mea-
sured. �ese include extreme response style (tendency to choose scale extremes, such 
as “strongly disagree” or “strongly agree”), modest or midpoint response style (tendency 
to choose the scale midpoint, such as “neutral” or “neither agree nor disagree”), and 
yeah-saying or acquiescence response style (ARS; tendency to agree). Response style 
e�ects can be adjusted for statistically. Khorramdel and von Davier (2014) identi�ed 
extreme response style and modest or midpoint response style using a  multinomial pro-
cessing tree approach, showing the generalizability of response styles across  response 
scales. He and van de Vijver (2015), using Teaching and Learning International Survey 
data, interpreted a general response style factor with positive loadings from extreme 
response style and socially desirable responding and negative loadings from modest 
or midpoint response style as response ampli�cation versus moderation. Primi et al. 
(2019) identi�ed positive and negative key item pairs (close to opposite) within a scale 
and presented both classical and IRT corrections to bias (typically positive bias, such as 
responding “strongly agree” to one of the pair and “neutral” or “disagree” to its opposite). 
C. F. Falk and Cai (2016) provided a general approach to modeling response styles. A 
special issue of the British Journal of Mathematical and Statistical Psychology (Khorram-
del et al., 2019) assembled eight di�erent approaches for correcting rating scale data 
for response style, including multidimensional IRT, IRTree, and clustering approaches. 
Some of these methods should routinely be applied to rating scale  questionnaires.
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Although rating scale approaches, particularly self-ratings, are by far the most 
 common in the assessment of interpersonal and intrapersonal skills, there are signif-
icant challenges in their interpretation as construct measures. Also, while self-rating 
scales can be used in low-stakes assessments, they are problematic for high-stakes use 
(Niessen & Meijer, 2017).

Others’ Report Ratings
Others’ (informant) ratings refers to evaluations by others—peers, supervisors, profes-
sors, or others who are in position to evaluate the target. Unstandardized evaluations, 
such as le�ers of recommendation, are common, particularly in higher education and the 
workforce (personnel selection, promotions), but li�le research exists on them. Despite 
that, le�ers of recommendation and associated ratings are considered quite important 
in education admissions (Kuncel et al, 2014) and in the workforce ( Judge & Higgins, 
1998). Perhaps the reason for their popularity is that they protect against the faking 
and potential deception that can characterize self-reports. Personal statements are com-
monly required in admissions and scholarship competitions, despite li�le evidence for 
their value (Murphy et al., 2009). �e reader of a recommendation le�er can be at least 
somewhat assured that a relatively disinterested party is endorsing a candidate.

Research on le�ers of recommendation is based on post hoc numerical summa-
ries of le�er contents (Baxter et al., 1981; Kuncel et al., 2014). Such summaries 
correlate with outcome measures in higher education, GPA, and degree a�ainment 
and provide small, but incremental prediction beyond other measures in predicting 
a�ainment (Kuncel et al., 2014). But a quantitative summary of le�er contents is 
not routinely available and is not how le�ers are typically used, which is more anec-
dotal. �e future may bring natural language processing analyses of le�ers, as with 
essays and constructed response tasks (Madnani & Cahill, 2018), but li�le of that 
has appeared so far.

Many formats exist for others’ ratings besides open-ended le�ers of recommen-
dation. �ey range from a standardized le�er of recommendation used for graduate 
admissions, such as ETS’s Personal Potential Index (Kyllonen, 2006), to a clinical 
psychologist’s rating of candidates’ psychological �tness for military duty based on a 
30-minute interview (Lindqvist & Vestman, 2011), a teacher’s checklist of classroom 
misbehavior and a parent questionnaire used in the National Educational Longitudinal 
Study of 1988; National Center for Education Statistics, n.d.-a), and teacher and parent 
rating forms for students found in �ND’s Education Assessment Finder (Hamilton 
et al., 2018) and CASEL’s (2020b) SEL Assessment Guide, as well as for large-scale 
assessments such as the PISA Parent Questionnaire (OECD, 2017b), and the CORE 
Districts Teacher Questionnaire (West et al., 2018).

It is useful to consider the constructs and measures used. ETS’s Personal Potential 
Index comprised six scales with a text box for each scale, which allowed evaluators to jus-
tify or elaborate on the ratings. �e six scales were knowledge and creativity, communi-
cation skills, teamwork, resilience, planning and organization, and ethics and integrity. 
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Each scale comprised four items. For planning and organization, the items were sets 
realistic goals, organizes work and time e�ectively, meets deadlines, and makes plans 
and sticks to them. �e rating scale included six categories: “below average,” “ average,” 
“above average,” “outstanding (top 5%),” “truly exceptional (top 1%),” and “do not have 
su�cient information to evaluate.”

�e Swedish military interview (Lindqvist & Vestman, 2011) was based on a clinical 
psychologist’s analysis of several a�ributes, combined to form a single composite score. 
�e positive a�ributes were willingness to assume responsibility, independence, outgo-
ing character, persistence, emotional stability, initiative, and social skills. Also consid-
ered was ability to adjust to the speci�c requirements of life in the armed forces (loss 
of personal freedom). Speci�c traits screened out were di�culty accepting authority, 
violent or aggressive behavior, psychopathology, and antisocial tendencies.

�e CORE Districts teacher ratings were only for the self-management and social 
awareness scales, presumably because self-e�cacy and growth mindset are largely 
unobservable. �ere were nine self-management questions and eight social awareness 
questions. �e teacher questions were in some cases nearly identical to the self-assess-
ment versions (student self-assessment: “I remembered and followed directions” versus 
teacher rating: “remembered and followed directions”), but in some cases there were 
small discrepancies (student self-assessment: “I was polite to adults and peers” versus 
teacher rating: “got along with others”). �e response categories for the two scales were 
the same and were the same for teachers and students (“almost never,” “once in a while,” 
“sometimes,” “o�en,” “almost all the time”).

Others’ ratings have several conceptual advantages over self-ratings. An external  other 
can place an observed target (a student) in a distribution of other observed  targets (other 
students), whereas a self-rating is subject to biases discussed in the previous section (e.g., 
social desirability). Also, two or more independent raters can rate a target, whereas only 
one self exists (there can be di�erent imagined selves, as in faking experiments).

Analysis, Scoring, Scaling, and Reliability

Almost all analysis, scoring, and scaling of ratings that appear in the literature is based 
on simple sum scoring across raters (R1, R2) and classical test theory for evaluating rat-
ings. O�en, a statistic to measure rater agreement is computed, such as percent agree-
ment, or Cohen’s (1960) kappa, which adjusts for agreement due to chance. �is can 
be generalized to the situation with multiple categories (as with Likert scales), where 
closeness is credited using the weighted kappa statistic (Cohen, 1968), and with mul-
tiple raters (Conger, 1980). Although these methods remain popular, Gwet’s (2014) 
AC1 and AC2 statistics may be useful alternatives in some cases (Keener, 2020).

Generalizability theory (Brennan, 2001; Cronbach et al., 1972; see also Lee & Harris, 
this volume) can be used for analysis of ratings data. Generalizability theory is an exten-
sion of classical test theory in which measurement error is not unitary but is partitioned 
into sources such as multiple items, occasions, raters, or other factors. A generalizabil-
ity theory analysis was conducted on the Personal Potential Index by McCa�rey et al. 
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(2018). �ey found high correlations among the six scales (r = .67 to r = .90), consistent 
with a halo e�ect (�orndike, 1920). �ey found a large rater e�ect, larger than the e�ect 
for persons being rated. �is is consistent with research (Baxter et al., 1981) �nding more 
similarity between two ratees rated by the same rater than between two rated by di�erent 
raters. Consequently, McCa�rey et al. (2018) estimated that 10 raters or possibly more 
might be needed to obtain a score that had the same level of reliability as commonly 
used admissions assessments. �e authors also point out that there can be response style 
e�ects operating on evaluators, as there are on self-raters, including severity and leni-
ency tendencies. �ese factors (halo, lack of rater agreement, rater response biases) likely 
operate in all rating situations but are only apparent when ratings are quanti�ed.

IRT approaches can evaluate raters, most notably with the Rasch-based Facets so�ware 
(Linacre & Wright, 2002), which has similar purposes as a generalizability theory analy-
sis. Facets is designed to analyze data from multiple items and raters and estimates rater 
 leniency-severity e�ects. To our knowledge, Facets has primarily been applied to ratings 
of cognitive tasks (e.g., writing), rather than to Likert-style ratings of noncognitive com-
petencies.

Validity

EVIDENCE BASED ON CONTENT �e content analysis case for ratings by others is 
 essentially the same as that for self-ratings—ratings are straightforward statements 
expressing the rater’s belief about the target based on observations. Others’ ratings 
 be�er predict outcomes than self-ratings with traits high in evaluativeness, such as intel-
lect (Vazire, 2010). �e key challenges to self-ratings, calibration and faking, are gen-
erally less applicable to observer ratings. An observer can compare the target to others 
without self-serving bias, increasing calibration, and the observer typically has minimal 
incentives to fake (there may be special circumstances where this is not true, such as 
the professor who takes pride in their students’ accomplishments). Leniency severity 
and halo bias exist. Also, calibration is not guaranteed (McCa�rey et al., 2018). Some 
not-easily-observable traits are known only by the self (Vazire, 2010).

EVIDENCE BASED ON CORRELATIONS WITH EXTERNAL VARIABLES Several meta-anal-
yses have evaluated others’ ratings for predicting school (Connelly & Ones, 2010; 
Poropat, 2014) and workforce outcomes (Connelley & Ones, 2010; Oh et al., 2011). 
All have shown that ratings by others have higher correlations with outcomes than 
do self-ratings. Poropat (2014) examined Big Five factors’ prediction of GPA. Tar-
gets ranged in age, but were mostly college students. �e Big Five was measured by  
various instruments under various design conditions (one versus multiple raters; 
 teacher vs. peer vs. spouse ratings). �e main �nding was that the correlations with 
performance given by others’ ratings were higher than those given by self-reports for 
all of the Big Five factors (other rating ρ = .38, .28, .18, .10, .05 versus self-rating ρ = 
.22, .09, .00, .06, −.02 for Conscientiousness, Openness, Emotional Stability, Agree-
ableness, and Extraversion, respectively; Openness correlations go down substantially 
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when cognitive ability is controlled, but the others do not change). Poropat (2014) 
claimed that the magnitude of these correlations puts them among the largest e�ect 
sizes in education considering Ha�ie’s (2009) meta-analysis of e�ect sizes in education. 
Feng et al. (2022) similarly found that teacher reports were more reliable than children’s 
self-reports and more predictive than self-reports of school outcomes controlling for 
cognitive ability. �ese studies are generally low-stakes applications, in which ratings, 
by teacher, guardian, or self, are for school monitoring or program evaluation. McAbee 
and Connelly (2016) provided a framework for understanding discrepancies between 
rating sources.

Connelley and Ones (2010) also included school outcomes in their meta-analysis 
of mostly workplace outcomes. �ey found that simple correlations between self- and 
 others’ ratings of outcomes were similar, but others’ ratings were substantially greater 
than and incremental to self-ratings in predicting outcomes when unreliability was 
 corrected for. In addition, they conducted a meta-analysis on interrater agreement and 
found, like McCa�rey et al. (2018), that many raters, up to 10, would be needed to 
get reasonable interrater reliability; at the very least, they recommended having more 
than 1 rater.

Oh et al.’s (2011) meta-analysis focused on workplace outcomes. �ey found 
 predictions comparable to the other meta-analyses. �e true-score correlations 
between predictors and outcomes with other reports were ρ = .37, .26, .21, .31, .27, 
and for self-reports they were ρ = .22, .05, .14, .10, .09, for Conscientiousness, Open-
ness, Emotional Stability, Agreeableness, and Extraversion, respectively. Other report  
correlations were like Poropat’s (2014) estimates, except for the la�er two (Agree-
ableness and Extraversion), which were higher in Oh et al. (2011) (studies did not 
overlap because Poropat, 2014, used educational outcomes, whereas Oh et al., 2012, 
used workforce outcomes). Oh et al. (2012) showed that multiple raters improved 
 prediction (e.g., for Conscientiousness, ρ = .32 and .41 for one and three raters, 
 respectively); however, even correlations with outcomes based on single raters were 
substantially higher than those based on self-ratings. Oh et al. (2012) also conducted 
regression analyses to show that others’ ratings added incremental R2 prediction to 
self-ratings (on average, DR2  = .048) but that the reverse was not true (on  average, 
DR2  = .005). An earlier meta-analysis (Harris & Schaubroeck, 1988) estimated 
correlations of performance ratings between self–supervisor (ρ = .35), self–peer  
(ρ = .36), and peer–supervisor (ρ = .62), indicating the self is the outlier.

Two other studies from the economics literature similarly reported high correlations 
with outcomes based on others’ ratings. �e Swedish enlistment study (Lindqvist & 
Vestman, 2011) examined earnings, employment, and chronic unemployment 20 years 
a�er an overall noncognitive rating by one clinical psychologist was collected from 
18-year-old males (the rating factors are discussed in a previous section). �ey found 
that the psychologist’s noncognitive rating was a stronger predictor of outcomes than 
cognitive ability, particularly for the outcome of chronic unemployment, where it was a 
stronger predictor than cognitive scores by a factor of 5.
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�e National Educational Longitudinal Study of 1988 teacher ratings study (Segal, 
2013) examined earnings 20 years a�er two eighth-grade teachers’ ratings of stu-
dent misbehavior (dummy variable: 1 if either teacher rated “yes” to any of the items: 
rarely completes homework, is �equently absent, is �equently tardy, is consistently ina�en-
tive in class, and is �equently disruptive; 0 otherwise). She found that a�er controlling 
for test scores, eighth‐grade misbehavior predicted earnings, and a�er controlling 
for  educational a�ainment, it predicted earnings at all educational levels, whereas 
 achievement  predicted earnings only for males with postsecondary degrees.

A question is, How much do others’ ratings correlate with self-ratings? West 
et al. (2018) presented correlations between teacher and student self-ratings of   
r = .41, .38, and .47 for elementary, middle, and high school students, respectively, for 
self-management and r = .22, .21, and .26 for social awareness (teacher ratings were aver-
aged when there was more than one teacher). However, correlations between teacher 
ratings on the two scales were considerably higher, r = .85, .82, .85, for  elementary, 
 middle, and high school teachers, indicating a considerable halo e�ect! Connelly and 
Ones (2011) also found that self–other agreement was at least moderately high. �e 
mean observed self–other correlations were r  = .37, .34, .34, .29, and .41, for Conscien-
tiousness, Openness, Emotional Stability, Agreeableness, and Extraversion, respectively, 
boosted substantially when correcting for unreliability. West et al.’s (2018) self-manage-
ment and social awareness are similar to Connelly and Ones’s (2011) Conscientious-
ness and Agreeableness, respectively, and then the correspondence in �ndings is much 
clearer. Also, Connelly and Ones (2011) found that the most accurate others’ ratings 
came from friends and family (they did not examine teachers as a separate category); 
but there were some traits, such as Extraversion, for which strangers’ ratings were as 
accurate as ratings from those who had known the target longer.

Fairness 

�e use of di�erential item functioning and measurement invariance approaches for 
analyzing ratings data is extremely rare, partly re�ecting the rarity of ratings data for 
noncognitive characteristics generally. Also, response style e�ects and social desir-
ability could undoubtedly be found in ratings data, but they have not been systemat-
ically investigated. Two other rating biases have been examined. One is the halo e�ect 
(�orndike, 1920), the lack of di�erentiation in ratings across constructs. A halo e�ect 
was observed in the results of West et al. (2018), as the extremely high intercorrelations 
among ratings on the four CORE Districts variables (all r > .80). Similarly, McCaf-
frey et al. (2018) showed very high correlations among the six Personal Potential Index 
ratings (median r = .81). �e other bias is rater leniency versus severity, which is like 
acquiescence response style in self-ratings. We are not aware of a body of literature that 
has examined this phenomenon in noncognitive ratings, although it is well studied and 
documented in ratings of cognitive test performance (Linacre & Wright, 2002).

In summary, others’ ratings likely overcome some problems with self-ratings, most 
notably the reduction in social desirability, faking, response style, and calibration 
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biases. �is may be what is responsible for �ndings of increased prediction of outcomes 
compared to self-ratings, which was found in several meta-analyses of both school and 
workforce  outcomes. However, others’ ratings introduce some additional problems, 
particularly halo, which results in a lack of di�erentiation between constructs, and the 
low level of agreement between raters. A common recommendation is to include oth-
ers’ ratings where possible, particularly more than one rater, with an awareness of their 
limitations.

Anchoring Methods
Anchoring methods refer to a set of techniques for increasing rating scale  comparability 
across targets using scale anchors. �ese methods are intended not to mitigate or adjust 
for faking, but to increase interpretability of responses, particularly in low-stakes assess-
ments. A scale anchor is a concrete behavioral descriptor or vigne�e, which may be 
more resistant to response biases than response category labels like “agree” or “o�en.” 
Examples of anchoring methods are anchoring vigne�es (AVs; King & Wand, 2007), 
behaviorally anchored rating scales (BARS; Kell et al., 2017; Klieger et al., 2018), behav-
ioral  summary scales (BSS; Borman, 1979), Rasch/Gu�man scenario scales (Ludlow 
et al., 2020), and perhaps single-item measures of personality, bipolar single-item scales 
with richer descriptors (Woods & Hampson, 2005), which could have been included 
here, but we do not discuss them in detail. In principle, all of these can be used as self or 
other ratings, although AVs and single-item measures of personality are typically used 
as self-ratings and BARS, BSS, and Rasch/Gu�man scenario scales are typically others’ 
ratings.

Anchoring Vignettes

AVs supplement self-rating scale measures with additional vigne�es that describe one 
or more hypothetical persons—the respondent’s task is to rate vigne�es the same way 
they rate themselves (on the same rating scale, with the same stem). With more than one 
vigne�e, the vigne�es are designed to be at di�erent locations on the scale (e.g., a high 
and low location). Assuming vigne�es are interpreted the same way by all respondents 
(vigne�e equivalency assumption) and that the rating standards for self and vigne�es 
are the same (response consistency assumption), self-ratings can be interpreted in rela-
tion to the vigne�e ratings to create a new anchored self-rating scale. Consider a case 
with one vigne�e ( J = 1) describing a hypothetical person, X:

X sometimes arrives late to class; usually, but not always completes their home-

work; and sometimes procrastinates on assignments. How much do you agree 

that X is hardworking? (strongly disagree, disagree, agree, strongly agree).

�e respondent is also asked to rate themselves on the same item:

How much do you agree that you are hardworking? (strongly disagree, disagree, 

agree, strongly agree).
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�e two responses enable transforming the Likert self-rating to a new relative (to the 
vigne�e) rating called Ci, for each respondent i. Given an item and the self- and vigne�e 
rating on that item, the respondent might rate themselves higher, lower, or at the same 
level as they rated the vigne�e; thus, the new scale Ci is a three-category scale. With 
two vigne�es (J = 2), there are more possibilities (rate self higher, the same, or lower 
than the high-location vigne�e and higher, the same, or lower than the low-location 
vigne�e), and with three vigne�es, still more (the number of categories in C is 2J + 1). 
Response ties (rating the vigne�es the same) and misorderings (rating the lower of two 
vigne�es higher than the higher vigne�e) reduce the number of transformed categories 
(e.g., higher than both, lower than both, or neither), but do not entirely invalidate the 
nonparametric transformation rule logic.

SCORING AVs can be scored in two ways. A nonparametric approach transforms 
self-ratings to a new relative-to-anchor scale, as described in the previous paragraph. 
Some self-rating responses cannot be treated in a straightforward way because of 
ties or misorderings. Vigne�es are wri�en to be at a particular location (e.g., high 
and low), but they can be moved a�er the fact based on empirical �ndings as long 
as they are ordered the same for all respondents. Self-rating responses under these 
conditions can be treated as missing or by various assignment rules, which can be 
speci�ed (Wand et al., 2016).

Parametric AV scoring uses ancillary variables such as country, gender, and race/
ethnicity in addition to self- and vigne�e ratings to estimate scores on the latent fac-
tor, the unobserved perceived level. �e parametric approach has several advantages 
over the nonparametric approach: Not all respondents have to rate all the vigne�es, and 
misorderings are assumed to result from random error. �e R package (R Core Team) 
“anchors” (Wand et al., 2011) handles both nonparametric and parametric scoring and 
includes many options and diagnostics.

RELIABILITY Internal consistency reliability estimation with AVs is not straightforward. 
Von Davier et al. (2018) showed that Cronbach’s alpha is not an appropriate  measure 
of internal consistency for AVs, particularly when ties and misorderings occur, and 
that scale intercorrelations will increase when corrected by the same set of vigne�es. 
However, test–retest correlations would still be useful (with the same or di�erent sets 
of vigne�es), as would a generalizability theory (variance component) analysis using 
vigne�es as a random factor (e.g., using two sets of vigne�es for the same construct; on 
one or multiple occasions). To our knowledge, such research has not yet been reported.

VALIDITY AND FAIRNESS �e justi�cation for AVs is that they adjust responses for 
response style biases and reference group e�ects with information from responses to 
the vigne�es. �is assertion depends on the vigne�e equivalency (di�erent respon-
dents see the vigne�es the same way) and response consistency (respondents apply the 
same standards in rating themselves and the vigne�es) assumptions. �ese can be vio-
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lated (Kapteyn et al., 2011), and methods for evaluating these assumptions are  needed.  
Despite this, a major �nding with AVs is that they have been found to address the 
“ a�itude–achievement paradox” and increase country comparability on certain 
 noncognitive scales (Kyllonen & Bertling, 2014). �e a�itude–achievement paradox 
is the common �nding of a positive a�itude–achievement correlation within country 
(e.g., between a personality factor and achievement), with a simultaneous negative cor-
relation at the country level (e.g., the countries with high average personality scores will 
have low average achievement scores). �is is a recurring �nding in large-scale interna-
tional assessments for many (but not all) scales, particularly ones that are more abstract, 
such as personality scales. Kyllonen and Bertling (2014) and He et al. (2017) showed 
on PISA 2012 that AV-adjusted scores on two scales (teacher support and classroom 
management) had higher correlations with mathematics achievement than unadjusted 
scores. He et al. (2017) also found that Asian cultures topped the ranking on teacher 
support a�er adjustment, a �nding more in line with the literature. AV approaches have 
now been tried in numerous studies, with mixed results (Mõ�us et al., 2012; Primi et 
al., 2016). It is a complex method and there are many issues to  consider in vigne�e and 
study design, but the �ndings from PISA 2012 seem promising and worth pursuing.

Rasch/Guttman Scenario Scales

Rasch/Gu�man Scenario Scales is a method developed by Ludlow and colleagues 
(Ludlow et al., 2019, 2020), which also use vigne�es, called scenarios. �e respon-
dent is presented a series of scenarios and asked to rate themselves (on a �ve- category 
scale going from strongly higher to strongly lower) relative to the character described 
in the scenarios; the scenarios describe people at di�erent locations on the construct. 
Scenarios are developed using Gu�man’s facet theory and mapping sentence approach 
(Gu�man & Levy, 1982). �is di�ers from AVs in that with AVs, the respondent 
rates self and vigne�e independently. Here, one compares oneself directly with the 
vigne�e (scenario). Constructs are de�ned hierarchically, so goal orientation might 
be a higher order construct, with clarity, e�ort, and frequency as lower order facets 
(analogous to the facets–factor relationship in the �ve-factor model; John & Srivas-
tava, 1999). �e Sentence Map contains sentences with location �llers representing 
di�erent construct levels. Ludlow et al. (2020; Table 1b) provided an example:

clarity: “<name> has a {not at all clear| somewhat clear| extremely clear} vision of 

how to make goals a reality”

effort: “he/she places {almost no effort |some effort |a tremendous amount of effort} 

toward making long term aims a reality”

frequency: “he/she {almost never |sometimes |almost all the time} spends time in 

the day engaged in activities that bring him/her closer to his/her goals”

Because there are three mapping sentences with three locations each, there are mn (m 
levels, n sentences) possible sentence combinations (e.g., LLL to HHH), but only 
enough need to be wri�en (Ludlow et al., 2020, wrote 7 of the 27) to ensure spread 
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across construct levels. �e sentences are transformed to scenarios through editing 
for �ow and naturalness; some facets might be combined in a single sentence. Ludlow 
et al. (2020) (Study 2) presents six goal orientation scenarios: the highest (HHH) is 
“Bill knows how to make his goals a reality and constantly exerts tremendous e�ort 
toward accomplishing them”; the next highest (HHM) is “Jill is sure she knows how 
to achieve her goals. She is actively engaged in e�orts to make her goals a reality and 
wishes she could be even more engaged.” �e second to lowest level scenario (LML) 
is “Jim is unclear on how to make his plans a reality. Although he is rarely engaged 
in activities that move him closer to his goals, he does put some e�ort into working 
toward them.” Pilot testing can result in rewriting or swapping out scenarios (e.g., an 
LLH for an LHL).

SCORING AND RELIABILITY Ludlow et al. (2019, 2020) used the Rasch rating scale model 
for scaling and scoring. �e analysis provides item and person locations on the variable 
maps, which can be examined to ensure good coverage on the construct continuum; 
revisions to items or to the selection of items can be made to ensure good coverage, as 
Ludlow et al. (2020) demonstrated. �ey also showed good model �t for their measure.

VALIDITY AND FAIRNESS �e justi�cation for using this assessment to draw inferences 
about an individual’s trait level follows the basic logic of other self-ratings measures—
an individual is making claims about themselves. �e claim is bolstered compared to 
simple self-ratings in that the self-description is in relation to a hypothetical other, 
although here, the claim is perhaps more direct than AVs; respondents are not rating 
themselves, then a vigne�e; respondents rate themselves directly compared to the 
vigne�e. �is would seem to make the response consistency assumption more  likely 
to be satis�ed. A �nding of good model �t supports the justi�cation for its use. Poor 
model �t would indicate potential inconsistencies in the judgments being made by 
the respondent. Like AVs, scenario scales should reduce response style biases and ref-
erence group e�ects, although in Ludlow et al.’s (2019, 2020) application the rating 
scale (strongly higher to strongly lower) could allow response style e�ects.

�e method is relatively recent, and li�le work has been done thus far on group dif-
ferences or measurement invariance. However, measurement invariance approaches for 
Rasch measurement are available (Millsap, 2011; Wu & Estabrook, 2016).

BARS/BSS
BARS (Kell et al., 2017; Klieger et al., 2018; Oswald et al., 2004; Shultz & Zedeck, 
2011) are discrete category rating scales (e.g., 0 to 5) with behavioral descriptions 
based on critical incidents appearing at various points along the rating scale con-
tinuum. BSS are similar, but represent composites of several incidents, resulting in 
more abstract behavioral descriptions. �e behavioral descriptions, or anchors, help 
raters calibrate their ratings. �e rater can locate the target relative to the anchors 
by essentially doing mental paired comparisons (e.g., “x is higher than Anchor 1, 
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but not as high as  Anchor 2). Computer-adaptive versions of BARS, called CARS, 
have also been  developed and evaluated with some success (Darr et al., 2017). A 
related alternative, the relative percentile method (Go�n et al., 2009), asks raters 
to rate employees against other employees, so that employees themselves serve as 
scale anchors.

BARS are developed through the initial collection of critical incidents, se�ings in 
which the construct is expressed through behavior. For example, Klieger et al. (2018) 
asked subject ma�er experts to recall examples of “highly ine�ective, just good 
enough, and highly e�ective behavior” on job domains such as initiative/work ethic 
and  �exibility/resilience. Subject ma�er experts are asked to describe the situation, 
the behavior, and the outcome associated with the critical incident and sometimes an 
interpretation (Hall et al., 1995). Incidents are sorted by dimensions or themes and 
then edited into behavioral statements such as “prior to transitioning to a new depart-
ment, reaches out to relevant coworkers to inquire about strategies for a new posi-
tion” (Klieger et al., 2018). Incidents are then rated on a six-point e�ectiveness scale 
resulting in a BARS. �is  general method was applied to lawyering (24 job domains; 
Shultz & Zedeck, 2011).

Scoring and Reliability

�e �elded BARS provide ordered categorical data, typically treated in classical fash-
ion, using sum scores and classical reliability theory. �e method naturally lends itself 
to a generalizability theory analysis, with raters, items, se�ings, and occasions poten-
tially serving as design facets over which to evaluate generalizability (Medvedev et al., 
2019; Ohland et al., 2012). To our knowledge, except for Darr et al. (2017), few e�orts 
have developed IRT models for the BARS development or application cycle.

Validity and Fairness

As an outcome measure, BARS do not have the correlational evidence that typically 
comes with predictor measures. Instead, for BARS, like  licensure tests, validity evidence 
tends to be associated with the process by which the assessment is developed and based 
on content matches between the assessment items and the intended constructs (i.e., 
evidence based on test content). �e BARS development process (Kell et al., 2017; 
Klieger et al., 2018)—the identi�cation of the construct(s) based on job analyses, 
the collection of critical incidents, e�ectiveness evaluations, and content evaluations 
of items—is rigorous and designed to ensure validity evidence. Debnath et al. (2015) 
argued that BARS remain popular appraisal instruments because of their advantages 
over instruments that focus on traits (because traits are relatively immutable and sub-
ject to halo e�ects), results (because hard criteria are unavailable for many jobs), and 
behavior (such as  checklists; they are too rigid and leave out evaluator judgment).

Neither di�erential item functioning nor measurement invariance analyses tends to 
be performed on BARS. However, self–other similarity bias exists for ratings. Supervi-
sor–subordinate racial di�erences are associated with lower ratings for both Black and 
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White subordinates (Elvira & Town, 2002) and sometimes gender similarity e�ects are 
found, although not universally (Stone et al., 2016).

Forced-Choice and Ranking Methods
Forced-choice and ranking methods refer to tasks in which respondents are asked to 
choose from, rank, or express preferences between two or more statements. Ranking is 
an alternative response format to ratings. A forced-choice example would be, “Choose 
the statement more like you: ‘I enjoy working with others,’ or ‘I am a hard worker.’” 
A ranking example would be, “Rank the following 1 to 4 for how they describe you  
(1 = most like you; 4 = least like you): ‘I enjoy working with others,’ ‘I am a hard worker,’ 
‘I am calm even in stressful situations,’ ‘I enjoy speculating about the origins of 
the  universe.’”

Design Issues

UNIDIMENSIONAL VERSUS MULTIDIMENSIONAL FORCED CHOICE  Forced-choice 
items may be unidimensional or multidimensional. Forced-choice statements on a 
 unidimensional item are drawn from the same dimension but vary in their location: 
“I am a hard worker” versus “I do enough to get by.” �e Myers–Briggs Type Indicator 
(Form M) uses 93 unidimensional forced-choice items (statement pairs), each asking 
individuals whether they are be�er described by positive or negative pole descriptors for 
the four bipolar factors they measure (extravert–introvert, sensing–intuition, thinking–
feeling, judging–perceiving; roughly 23 pairs per factor). SHL’s Operational Personality  
Questionnaire (OPQ32r; SHL Group, 1999; Brown & Bartram, 2009) uses multi-
dimensional forced-choice items (three-statement triads) to measure 32 dimensions, 
with items such as “Please choose one MOST true and one LEAST true statement: ‘I 
enjoy the companionship of others,’ ‘I try out new activities,’ ‘I look to the future.’”

BLOCK SIZE Block size refers to the number of statements ranked, typically either two,  
three, or four, with exceptions (Dueber et al., 2019, used 12). SHL’s two OPQ versions 
di�er by having either three (104 triads; OPQ32r) or four (104 tetrads) statements 
(OPQ32i) per block (Brown & Bartram, 2013; the OPQ32r’s triads are the same as the 
OPQ32i tetrads with one statement removed per block). ETS’s FACETS (12 to 15 dimen-
sions, 104–120 pairs; Naemi et al., 2014), DoD’s TAPAS (22 dimensions; Drasgow et al., 
2012), and the Myers–Briggs Type Indicator Form M all use pairs.

RESPONSE FORMAT Common response formats are PICK (choose the option “most 
like me”), MOLE (choose the option most like me and the one least like me), and 
�NK (rank options 1 to n) (Hontangas et al., 2015). Some formats allow a graded 
preference, such as strongly prefer i, slightly prefer i, prefer neither i nor k, slightly pre-
fer k, or strongly prefer k (Gallup’s Cli�on StrengthsFinder 2.0, Asplund et al., 2014; 
177 pairs to measure 34 dimensions), which can be modeled using IRT (Brown & 
Maydeu-Olivares, 2018). Another format is compositional (Aicheson, 1982; Brown, 
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2016), in which respondents express choices by dividing (say) 100 points across a set 
of four descriptors, such as assigning 50 to dependable, 20 to curious, 20 to modest, and 
10 to calm; or selecting 10 descriptors from a pool of 30.

RESPONSE PROCESS (DOMINANCE VERSUS UNFOLDING) For a dominance response 
process, the higher a respondent is on a trait, the more likely they will endorse the trait 
(e.g., respond “strongly agree” or “almost all the time”). �is is the typical assump-
tion in personality assessments; it enables data to be �t by C� models and the same 
IRT models used in cognitive testing, where the higher the ability, the more likely 
one is to get the item correct. An unfolding response process involves an ideal point 
in which a  respondent is most likely to endorse an item whose location is the same 
as the  respondent’s latent trait position and increasingly less likely to endorse an item 
farther away from their trait location, allowing rejection “from above” or “from below” 
 (Chernyshenko, 2003; J. S. Roberts et al., 2000). An introvert would reject the item 
“I enjoy talking to a friend in a quiet cafeteria,” preferring no social interaction, and 
an extravert might reject the same item, preferring a more intense social experience. 
Not  common in personality, ideal point models are common in a�itude measurement, 
allowing disagreement with a middle-of-the-road policy from the ideological le� or 
right. �e appropriateness of unfolding for personality measurement is open to debate 
(Drasgow et al., 2010; Oswald & Schell, 2010). Nevertheless, using simulated and real 
data, Fu et al. (2022) found support for the theoretical claim but found mixed evidence 
with real data. �ey recommended ��ing di�erent models to di�erent statements.

DATA TYPE Data yielded by forced-choice assessments can be either ipsative,  
quasi-ipsative, or normative (Salgado et al., 2015). Ipsative data produced by a forced-
choice measure refers to a measurement scale within a single person, not comparable 
to other people (Ca�ell, 1944). Clemans (1966), Hicks (1970), and Gleser (1972) 
 documented the qualities and limitations of this kind of data type, such as constraints on 
the average correlation among scales ( r dis bounded by − −( )1 1/  and (d – 4)/d,  
where d is the number of dimensions) and average correlation of scales with outcome 
( rxy = 0), and its consequent unsuitability for factor analysis and internal consistency 
reliability computation. Normative data refer to a measurement comparable across 
people, as produced by a Likert scale (or right/wrong data from a cognitive test). Such 
data are amenable to factor analysis and internal consistency reliability measurement. 
Quasi-ipsative data refer to data produced by a forced-choice procedure, but with prop-
erties not as limited as ipsative data and closer to normative data-like qualities. In the 
literature there are several approaches for generating quasi-ipsative data. One is using 
forced-choice methods scoring only a subset of the dimensions. As d increases, the lim-
itations of ipsative data are less restrictive. A variant is the use of forced-choice methods 
with phantom dimensions, where the phantom (unscored) dimension is represented 
by a set of items that are not related to the targeted (scored) dimensions (Horn, 1971; 
Salgado & Lado, 2018). Another approach is the IRT methods developed to overcome 
the limitations of ipsative data (Brown & Maydeu-Olivares, 2013; Stark et al., 2005).
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Modeling, Scoring, and Scaling

UNIDIMENSIONAL APPROACH Unidimensional pairwise preference task data 
are normative data and can be analyzed by classical test theory and sum score 
approaches and by IRT models for binary and polytomous data (Rasch [von Davier, 
2016], Rasch  rating scale [Andrich, 2016], Rasch partial credit [Masters, 2016], 
two-parameter logistic, 2PL [Birnbaum, 1968], generalized partial credit [Muraki 
& Muraki, 2016], and the graded response models [ Samejima, 2016]). Multidimen-
sional items with unscored dimensions (phantom dimensions) can also be analyzed 
using unidimensional methods if targeted  dimension  statements are only paired 
with unscored dimension statements (Horn, 1971; Salgado & Lado, 2018). Such 
assessments yield binary or polytomous data that re�ect preference (or degree of 
 preference) for the target dimension only (i.e., not also for the unscored  dimension). 
�ese methods are easy to implement, although not as e�cient, perhaps, as  
multidimensional methods.

UNFOLDING APPROACH �e unfolding approach proposed by Stark et al. (2005) 
involves two steps, a pretesting calibration step with Likert rating responses, followed 
by the test administration with pairs. �e data from the Likert rating pretesting are 
calibrated based on the generalized graded unfolding model (GGUM; J. S. Rob-
erts et al., 2000). Pairs are assembled so that the two statements are from di�erent 
dimensions (mostly) and are matched on social desirability. Social desirability can be 
based simply on the Likert statement mean or principal component score a�er neg-
ative keyed items are re�ected (Bäckströmm & Björklund, 2013; Kuncel & Tellegen, 
2009) or from a separate data collection with “fake good” instructions (Pavlov et al., 
2021). Test administration provides binary data on the pairs (i.e., selecting statement 
i over k or not). �e binary choice data is analyzed with the multi-unidimensional 
pairwise preference (MUPP) model. Stark et al. (2005) argued that separating the 
Likert rating calibration step from the analysis of pairs has advantages in simplifying 
computation and in having a calibrated statement pool that can be used to create 
adaptive tests.

However, the Stark et al. (2005) method relies on the assumption that the GGUM 
calibrations are invariant across the Likert and forced-choice format, even though the 
two administrations would typically involve di�erent samples in di�erent contexts 
perhaps even years apart; and the Likert statement stands by itself, whereas the forced-
choice statement has a context of other statements in the item block. Also, Stark et 
al.’s approach does not lend itself to item analysis based on the blocks. So, P. Lee et 
al. (2019) proposed GGUM-�NK to estimate statement parameters and person 
parameters directly from the test administration of multidimensional forced-choice 
blocks without pretesting. It uses a generalization of the GGUM model proposed by 
Hontangas et al. (2015) in which ordering (e.g., A > B > C) is seen as a sequence of 
steps, selecting A versus B and C, then selecting B versus C. �is enables the use of 
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triads rather than pairs (as in Stark et al., 2005). Hontangas et al. (2015) also showed 
that ranking methods were superior to other approaches and demonstrated how true 
scores, expected a posteriori (EAP) estimates, and traditional scores could be obtained 
and compared. P. Lee et al. (2019) demonstrated their approach in both simulations 
and with empirical data using Markov chain Monte Carlo (MCMC) estimation with a 
Metropolis–Hastings within Gibbs (Tierney) algorithm. �ey seem to have found that 
the triad format was more e�cient than pairs, that statement discrimination within 
blocks was critical for estimation accuracy, and, most important, that the method per-
formed well in providing convergent and discriminant validity evidence with external 
measures.

Thurstonian IRT and Other Dominance Approaches

Brown and Maydeu-Olivares (2011) and Maydeu-Olivares and Brown (2010) pro-
posed �urstonian IRT as a dominance alternative to the unfolding approach, basing 
it on �urstone’s (1927) law of comparative judgment. �e method does not require 
 pretesting and can be applied to forced-choice or ranking data of any size blocks. 
Response data are converted to n(n − 1)/2 binary pairwise preferences for the n 
 statements in a block and analyzed. Brown and Maydeu-Olivares (2012) provided a 
tutorial on how to estimate the model using a con�rmatory factor analysis approach 
with Mplus (Muthén & Muthén, 2001).

�e basic concept is that each statement i elicits a latent utility, ti (i.e., a degree of  
 desiredness or endorsement-worthiness to respondents), and statement i is preferred 
over statement  j  if  t ti j³ . Utilities are modeled as ti i i a i= + +µ λ η ε , where  µi  is the 
latent utility mean, li  is the factor loading of item i on the latent trait  ha , and ei  is a 
normally distributed error with mean 0 and variance yi

2
. �e latent response variable 

(i.e., di�erence in utilities) is modeled as y t tij i j i j i a j b i j
∗
= − = − + − + −µ µ λ η λ η ε ε ,  

which involves two latent traits ( , )h ha b , location parameters ( )� � �i j , factor loadings 

( )l li j- , and uniqueness parameter (y yi j

2 2+ ). All these are speci�ed as constraints 
in ��ing a con�rmatory factor analysis model in Mplus. Because of the complex error 
structure and o�en large number of latent traits, �urstonian IRT models are typically 
estimated using limited-information methods.

Variations have been proposed. Wang et al. (2017) argued for the advan-
tages of a one- parameter Rasch ipsative model (the �urstonian IRT model is 
a two-parameter µ λ,[ ]  model): It yields a single utility value for each state-
ment, allows for between- and within- individual di�erentiation, and does not 
rely on statement blocks requiring mixed location (positive, negative) state-
ments as �urstonian IRT models do. �is is an important issue because it can be 
a limitation of �urstonian IRT models for high-stakes use (Bürkner et al., 2019).  
Morillo et al.’s (2016; Hontangas et al., 2016) MUPP-2PL model uses the MUPP 
choice model, but the 2PL instead of GGUM for calibration, making it a dominance 
model. Bunji and Okada’s (2019) D-di�usion �urstonian IRT model incorporates 
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response time information in the forced-choice item responses to improve model 
�t and increase the outcomes predictions. Response time information can inform 
response models (van der Linden, 2007); in personality, the assumption is that fast 
selection indicates easier option choices, such as stating “agree” to a binary Likert 
question (Ranger, 2013) or selecting an option in a forced-choice application (Bunji 
& Okada, 2019).

Reliability

Estimating reliability for unidimensional forced-choice models is straightforward, 
whether using C� (e.g., alpha) or IRT (marginal reliability) approaches. Estimating 
reliability for the Stark et al. (2005) model is not straightforward. Hontangas et al. 
(2015) used a simulation study with known true scores and correlated them with EAP 
and traditional scores to show that EAP scores were more reliable. However, they did 
not address how reliability could be computed without knowing true scores. Seybert 
and Becker (2019) computed test–retest reliabilities, �nding them to be only  moderate 
and slightly lower than Likert scale versions of items. However, with rating scale test–
retest reliability approaches, what is being measured is a mix of trait stability and sta-
bility of construct-irrelevant factors such as response style. Forced-choice methods are 
intended to reduce the proportion of response style variance and therefore should have 
lower test–retest factor correlations.

Estimating reliability with multidimensional forced-choice measures is discussed by 
Brown and Croudace (2015). �ey introduce the marginal reliability concept which 
can be estimated as theoretical or empirical reliability. �eoretical reliability involves 
averaging the model-based squared standard error fo r all trait values in the theoretical 
distribution, which requires multidimensional integration. Empirical reliability is pre-
ferred with many dimensions. �is involves averaging squared standard errors of esti-
mated trait scores in the sample, depending on the estimator used. For EAP, this is the 
posterior likelihood variance; for Maximum Likelihood (ML), the Fisher information 
inverse; for maximum a posteriori (MAP), the posterior information inverse. Brown 
and Maydeu-Olivares (2018) provided the solution for computing reliability from 
matrices produced by Mplus and provide R code for computing item information, stan-
dard errors, and reliability in the online supplement to that article. Mplus beginning in 
version 8.1 provides standard errors for MAP scores for IRT models of any dimension-
ality, which can be used to compute empirical reliability.

Validity and Fairness

�e purpose of forced-choice and ranking approaches is to minimize the e�ects of 
response distortion but without altering the construct score. �ere are two situations in 
which this is important: high-stakes assessment, in which socially desirable responding 
or faking occurs; and for comparing individuals or groups with di�erent response styles.

Faking e�ects can be examined experimentally: A treated group is asked to “fake good” 
to increase prospects for ge�ing the job. Score in�ation, the di�erence between scores 



Assessment of Social-Emotional, Sof t, Charac ter, Behavioral, and Intrapersonal 1381

for the control and fake good groups, is less with forced choice compared to Likert-style 
measures (Cao, 2016; Cao & Drasgow, 2019), particularly when statements within a 
block are balanced in social desirability and normative approaches (e.g., IRT as discussed 
here) used for scoring. Bartram’s (2007) meta-analysis showed that correlations with 
external measures (manager competency ratings) were higher with a forced-choice (r = 
.38) compared to a rating scale format (r = .25), in a study where managers used both. 
(With N = 1,460 and r = .50 across formats, this is a signi�cant di�erence.)

A meta-analysis by Salgado and Tauriz (2014) showed that the multidimensional 
forced-choice format had substantially higher correlations with job performance and 
academic outcomes than the unidimensional forced-choice format. For Conscien-
tiousness, rho (correlation between the predictor and outcomes corrected for predic-
tor and criterion reliability and indirect range restriction in the predictor) was .40 for 
quasi- ipsative measurement (which includes both IRT and non-IRT multidimensional 
forced-choice assessments) but only .16 for normative forced choice (i.e., unidimen-
sional). And this value, .40, is larger than any other meta-analyses of these variables, 
which tend to be dominated by Likert-scale measures.

A caveat to these positive �ndings is that cognitive ability may moderate these rela-
tionships such that brighter individuals may be more able to fake (Christiansen et al., 
2005). However, Kyllonen et al. (2020) demonstrated incremental prediction beyond 
the GMAT/GRE and undergraduate GPA in predicting graduate business school 
grades and leadership activity for a forced-choice assessment administered during the 
admissions process. �e increment in adjusted R-square was approximately .04 to .07 
(depending on analysis details).

Forced-choice methods have advantages for evaluating culture/language group 
di�erences. Bartram (2013) found that at the individual level forced-choice and 
rating scale measures agreed moderately, but at the country level, correlations with 
external economic variables (the United Nation’s Human Development Index, the 
Global Competitive Index) were more sensible with forced-choice measurement: 
Forced-choice Conscientiousness showed positive correlations with the economic 
variables, while rating scale Conscientiousness showed negative correlations. Coun-
try-level correlations do not have to follow individual-level correlations (ecological 
fallacy), but the forced-choice �nding is in line with expectation and the rating scale 
�nding is puzzling. In PISA 2012, two forced-choice scales (subject ma�er prefer-
ence and learning style preference) were administered in a rating scale format in 2003 
(same statement content). �e rating scale format led to high correlations between 
 dimensions and near-zero correlations with achievement. �e forced-choice format 
led to expected negative correlations with each other (as an ipsative  measure), but 
math preference had a high correlation with math achievement, as one would expect.

�e studies cited here support the conclusion that forced choice improves the quality 
of information elicited with a survey instrument, at least when steps are taken to address 
the problems created by ipsative measurement. Designing and scoring forced-choice 
assessments is challenging—these are complex models relying on many assumptions. 
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And there are many questions remaining on how to improve the methodology. �ere  
are also user experience challenges. Respondents o�en complain about having to  
choose between two equally a�ractive (or una�ractive) choices, even if test-taker moti-
vation is una�ected (Sass et al., 2020). Still, forced-choice measurement is a  promising 
methodology that ought to be included routinely in survey assessments of  noncognitive 
skills, either as a supplement to or as a replacement for rating scale  measures,  particularly 
for high-stakes and cross-cultural assessments.

Situational Judgment Tests
Situational judgment tests (SJTs; also practical intelligence measures; McDaniel & Whet-
zel, 2005) have been popular assessment methods for organizational recruitment and 
selection (U.S. O�ce of Personnel Management, 2018a). �is may be because of their 
high face validity (compared to standardized tests), low administrative costs (compared 
to interviews), relatively moderate subgroup di�erences (compared to standardized tests; 
Oostrom et al., 2015), lower susceptibility to faking (compared to personality tests; Kas-
ten et al., 2018), and incremental outcome prediction beyond cognitive ability and per-
sonality (Clevenger et al., 2001; McDaniel et al., 2007). SJTs are also being considered 
in education for undergraduate (Oswald et al., 2004), business school  (Hedlund et al., 
2006), medical school (Pa�erson et al., 2016), and dental school admissions (Buyse & 
Lievens, 2011). SJTs can in principle be used to measure various skills but are mostly 
designed to measure interpersonal skills (Christian et al., 2010). �e American Associ-
ation of Medical Colleges is pilot testing SJTs for medical school admissions to measure 
eight primarily interpersonal competencies including service orientation, social skills, 
cultural competence, teamwork, and ethical responsibility (Ellison et al., 2024). SJTs are 
o�en ideally suited for education, training, and development purposes as well. Cox et al. 
(2017) presented evidence for advantages of SJTs over traditional training.

�ere are many kinds of SJTs, varying by intended construct (Chan & Schmi�, 2005; 
Christian et al., 2010; McDaniel & Whetzel, 2005), length (Crook et al., 2011), textual 
 versus video items (Chan & Schmi�, 1997), instructions (Ployhart & Ehrhart, 2003), 
and other features (see reviews by Campion et al., 2014; Lievens et al., 2008; Oostrom 
et al., 2015; and Whetzel & McDaniel, 2009). Here, we focus on the most important 
considerations.

Ratings Versus Rankings

SJT items comprise a stem (situation description) followed by a set of response 
options, typically four to eight, but sometimes as few as one (Crook et al., 2011). 
Respondents can either rate or rank options. �e number of rating categories 
 typically ranges from two (e.g., “e�ective” vs. “ine�ective”) to seven or more (e.g., 
“not at all e�ective” to “very e�ective”). Rankings can be full (“rank all options from 
best to worst”), partial (“choose the best option and choose the worst option”), or 
single choice (“choose the best option”). Arthur et al. (2014) concluded that ratings 
were superior to rankings for SJTs based on their higher correlations with personality, 
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but personality measurement is ratings based and therefore susceptible to spurious 
associations with ratings-based SJTs. �e disadvantages of ratings are discussed in 
“Self-Report Ratings” and the advantages of rankings over ratings are discussed in 
“Forced-Choice and Ranking Methods.”

Best-Choice (Knowledge, “Should Do”) Versus Self- Prediction   
(Behavioral Tendency, “Would Do”) Instructions

Best-choice instructions ask respondents to choose, rank, or rate each option for its 
e�ectiveness. Self-prediction instructions ask respondents to choose, rank, or rate 
options by how they match to what they would do. Best-choice instructions lead to 
comparatively higher correlations with cognitive ability. Self-prediction instructions 
lead to comparatively higher correlations with personality (McDaniel et al., 2007). 
Best-choice instructions are less susceptible to faking than self-prediction instructions 
(Broadfoot, 2006; Nguyen et al., 2005; Peeters & Lievens, 2005), although responses to 
what others would do may be even less susceptible to faking (Lievens et al., 2009; Oos-
trom et al., 2017). Because of their resistance to faking and because knowledge instruc-
tions seem to be conceptually more straightforward than self-prediction instructions 
for eliciting responses, for some applications best-choice instructions may be  be�er 
suited for SJTs than behavioral tendency instructions from a validity  interpretative 
argument per spective.

Dimensionality and the Constructs Measured by SJTs

SJTs are typically found to be empirically unidimensional, even when constructed to 
re�ect multiple dimensions. Oswald et al. (2004) wrote SJT items re�ecting 12 dimen-
sions of college student performance (e.g., leadership, artistic, career, perseverance, 
ethics), but found a strong general factor accounting for three times the variance of a 
second factor and only uninterpretable lower order factors. �is is common for many 
constructs in which tests are developed to a framework that speci�es several dimen-
sions but a strong general factor accounts for most of the variance among items (Haber-
man et al., 2009). PISA 2012 speci�ed a number of mathematical content (change and 
relationships, space and shape, quantity, uncertainty and data) and process (formulat-
ing situations, employing concepts, interpreting outcomes) dimensions (OECD, 2013, 
pp. 28–36), but found li�le empirical support for their di�erentiation, instead �nding 
very high latent correlations among process types (all r ≥ .96) and among content areas 
(all r ≥ . 84) (OECD, 2014, Table 12.9, p. 231). In such cases, dimensions serve to 
ensure construct coverage even though empirically they do not identify separate fac-
tors. �e persistent empirical �nding of unidimensionality has prompted discussions 
of broad factors  underlying SJTs. Christian et al. (2010) reported that SJT developers 
targeted leadership (38% of SJTs), interpersonal skills (13%), personality (10%), team-
work (4%), job knowledge (3%), and heterogeneous composites (33%). However, 
SJTs might merely re�ect broad tacit knowledge and practical intelligence (Chan & 
Schmi�, 2005; Sternberg & Horvath, 1999) or general domain knowledge (Corstjens 
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et al., 2017). Responses may alternatively re�ect implicit trait policies, beliefs about 
the e�ectiveness of responses to situations based on e�ective trait expression (choos-
ing an agreeable response when the situation calls for Agreeableness) (Motowidlo & 
Beier, 2010). �ere have been a�empts to address multidimensionality in SJTs through 
construct explorations (Guenole et al., 2017; Westring et al., 2009). Still, it seems 
empirically that unidimensionality is found in SJTs even when multidimensionality is 
intended.

Scoring

Scoring SJTs can be more complex than scoring typical standardized tests: �ere 
can be disagreement on the best response to a situation, providing no single correct 
 answer, and response options may vary continuously in appropriateness. SJT scoring 
 approaches have been reviewed focusing on either ranking (Bergman et al., 2006) 
or rating  methods (Weng et al., 2018; Whelpley, 2014). Bergman et al. (2006) dis-
cussed empirical keying (based on an outcome measure), theoretical scoring (based 
on keying options to a theoretical framework), expert scoring (keying to expert judg-
ments), factor scoring, and subgrouping (based on clustering response pa�erns). Rat-
ings-based scoring methods tend to focus on determining a pro�le similarity match 
between a test taker’s rating and aggregate expert pro�le (McDaniel et al., 2011). De 
Leng et al. (2017) compared 28 ratings-based (pro�le similarity) measures, varying the 
reference group (experts versus the test-taking sample), agreement (simple percentage 
versus consensus), consensus standardization approach (raw/no standardization ver-
sus within-person standardization versus rating scale dichotomization), distance metric 
(absolute versus squared  pro�le distances), and reference group aggregation method 
(mean, median, mode). Raw consensus, which credits responses by the proportion of 
the reference group selecting that response (e.g., if 20% of the reference group selects 
“agree,” then respondents who select “agree” are credited .2 score points), led to higher 
alphas, particularly when the sample was the reference group and their judgments were 
aggregated using the mean. But Weng et al. (2018) found that raw  consensus scoring 
led to lower correlations with external measures and suggested that extreme responses 
were problematic and that the value of midrange items was low.

Problems in SJT scoring may partially be a�ributable to the inherent problems with 
rating scales. Forced-choice or ranking approaches mitigate these problems and may 
therefore be be�er suited for SJTs. Zu and Kyllonen (2020) compared several observed 
score (including consensus) and IRT scoring methods for scoring forced-choice/rank-
ing SJT methods. �ey found that consensus methods (using either experts or the 
sample as the reference group) were the best observed score approaches, but the best 
overall approach was the NRM with the sample as reference group. Guo et al. (2019) 
showed that although the NRM is a data-driven method, it produced an invariant scor-
ing key across cohorts. Guo et al. (2016) demonstrated the value of a nonparametric 
item analysis approach for understanding SJTs, because SJTs o�en do not have a clear 
right or wrong answer, and of NRM for scoring.
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Reliability

A well-known limitation to SJTs is their low internal consistency reliability (test–retest 
reliability is higher; Neubauer & Hofer, 2022). Kasten and Freund’s (2016) meta- 
analytic reliability generalization study of SJTs in 271 studies found an average reliabil-
ity of α = .61 (standard deviation, s = .20). Factors depressing reliability were high-stakes 
use, item complexity, high �delity, fewer items, pick-only response format, and earlier 
publication dates (i.e., the community is ge�ing be�er at writing SJTs), but there were 
no e�ects for instruction type (knowledge versus behavioral tendency). �ese �ndings 
support the idea that SJTs are typically too short for  operational use and that strategies 
for extracting more information (e.g., pick best and worst) are useful.

Rating measures tend to be more reliable than ranking methods. But reliability of 
 rating methods confounds construct-irrelevant response style variance with con-
struct-relevant trait variance, whereas ranking methods do not. �erefore, this apparent 
rating advantage cannot be interpreted as providing be�er measurement.

Validity

�ere is a strong argument for the validity evidence based on content supporting infer-
ences drawn from SJTs. �e development methodology typically involves a careful analysis 
of the performance situation SJTs are intended to re�ect or predict, using critical incidents 
(see the section on behaviorally anchored rating scales, which uses the same analysis) or 
related methods to de�ne the intended construct (Sternberg et al., 2000). �e method 
itself asks respondents either what they would do or what the best response to the situa-
tion would be; either question should elicit useful respondent information allowing for a 
straightforward interpretation. �e option ratings version of SJTs has the same conceptual 
problems as rating scales have generally (see the section on rating scales), and therefore the 
option ranking approaches have interpretive advantages from a validity standpoint.

�ere are several challenges to the interpretation of SJT responses in a straightforward 
manner. One is that SJTs ask respondents what they would or should do, but both of 
those are distinct from an actual response in a real-world situation. Ployhart and Ehrhart 
(2003) found relatively low correlations between responses in would-do and should-do 
formats. However, at least with best-choice (knowledge) instructions it could be argued 
that knowledge is a prerequisite to behavior. With behavioral tendency (would-do) 
instructions the ma�er is more muddled because some participants might respond as if 
to knowledge instructions (should-do) for fear of admi�ing to poor judgment.

Another challenge relates to a long-standing debate in the literature on what SJTs 
measure. Oswald et al. (2004) developed SJT items based on 12 college performance 
dimensions (e.g., leadership, artistic). Interrater agreement on item dimension assign-
ment supported the distinctiveness of 12 dimensions (items with less than 75% 
 agreement were removed), but factor analysis of response data did not, resulting in 
the adoption of a single score from the measure (Schmi� et al., 2009). Evidence for a 
general SJT factor is a common occurrence. D. J. R. Jackson et al. (2016) conducted a 
generalizability theory analysis on three di�erent SJTs and over 10,000 job candidates 
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�nding candidate (person) main e�ects, with li�le variation due to dimensions and sit-
uations, suggesting a general judgment factor across job situations. For many SJTs the 
situation descriptions themselves may not be central to what construct is being mea-
sured (Schaepers et al., 2020).

A general judgment factor is not the same as the general factor in cognitive tests. SJTs 
typically add to the prediction given by cognitive tests, as well as to the prediction given 
by personality measures. McDaniel et al.’s (2001) meta-analysis found a correlation of  
ρ = .34 between SJTs and job performance and ρ = .46 between SJTs and cognitive abil-
ity; SJTs add incrementally over cognitive ability in predicting outcomes (O’Connell 
et al., 2007). In education, several studies (Hedlund et al., 2006; Oswald et al., 2004; 
Schmi� et al., 2009) found that the general judgment factor added to other variables in 
predicting college outcomes, indicating SJTs are capturing something other cognitive 
variables are not.

Fairness

A consistent SJT �nding is smaller subgroup di�erences compared to cognitive tests 
(Arthur et al., 2014; Clevenger et al., 2001; Oostrom et al., 2015; Oswald et al., 2004). 
�ere have been few measurement invariance studies of situational judgment, but Prasad 
(2017) found evidence that interests and socioeconomic status might be related to dif-
ferential item functioning. For SJTs especially, one might expect culture  di�erences. 
However, Prasad et al. (2017) found evidence for di�erences between  Chinese versus 
U.S. respondents on some scales from a college performance SJT, but no di�erences 
overall.

Performance Measures of Noncognitive Skills
�e assessments reviewed thus far can be called descriptive assessments, ones based on 
how respondents describe themselves (or how others describe them) or what they say 
they would or should do in a situation. Descriptive assessment approaches are di�erent 
from cognitive tests in which respondents are asked to perform—to solve problems, 
recall information, or make a decision—which can be called performance tests. �ere 
are descriptive cognitive assessments. Mathematics self-e�cacy items (“How con�dent 
do you feel about having to do the following mathematics tasks? ‘solving an equation 
like 3x + 5 = 17.’ Very con�dent, Con�dent, Not very con�dent, Not at all con�dent”) 
and mathematics self-concept items (“I learn mathematics quickly. Strongly disagree, 
disagree, agree, strongly agree”; PISA 2012) are descriptive cognitive assessments. 
Data from performance tests compared to descriptive assessments undoubtedly inspire 
more con�dence from stakeholders in assertions about student pro�ciency. �is dif-
ference between descriptive assessments and performance tests might even account 
for the slow acceptance of noncognitive assessments despite demand for noncognitive 
skills. An important question is whether it is possible to make a performance-based 
noncognitive test.
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Performance measures of noncognitive a�ributes have a long tradition; Ca�ell and 
Warburton (1967) referred to them as T-data (test data) measures. French (1948) 
presented students with a di�cult number-series test with instructions stating that 
some problems had no solutions and that they could receive full credit by marking 
them as such. It was a disguised persistence test. French found that persistence scores 
were unrelated to other cognitive tests but were correlated with grades. A modern 
version is Alan et al.’s (2019) grit game. It comprises two versions of a number grid 
task in which the goal is to �nd three pairs of numbers that add up to 100. An easy 
version has 10 numbers, 5 of which are multiples of 10 and 2 of which are single digit 
(almost all students successfully completed this task). �e di�cult version has 20 dou-
ble-digit numbers and only 1 is a multiple of 10 or 5 (the success rate was much lower).  
�e reward for solving the problem within a short time limit is one gi� for the easy 
version and four gi�s for the hard version. Following a treatment designed to improve 
noncognitive skills by changing students’ beliefs about the importance of e�ort, 
treated students were found to be more likely to choose the di�cult version and 2 
years later experienced a d = .2 e�ect on a standardized mathematics achievement test.

Segal’s (2012) Coding Speed test, a word-number-lookup-matching task, was admin-
istered under low-stakes conditions to 12- to 16-year-old National Longitudinal Study 
of Youth participants. Segal interpreted the score from this test as a measure of intrinsic 
motivation because (a) an experiment found that performance improved for a subset 
of participants when given a �nancial ($10) incentive, whereas others (the  intrinsically 
motivated) performed at the same level regardless; and (b) test takers taking the test 
under high-stakes condition outperformed a more highly educated group taking it 
under low-stakes conditions. Segal found that performance on this test in the low-stakes 
National Longitudinal Study of Youth condition, controlling for cognitive  ability, pre-
dicted earnings 23 years later, such that a 1 standard deviation increase in Coding Speed 
test performance was associated with a 9.5% increase in earnings.

In behavioral economics, real-e�ort tasks, such as Alan et al.’s (2019), are ones on 
which the respondent works, and the outcome depends on that work. �is contrasts 
with stated-e�ort tasks in which respondents indicate the amount of e�ort or actions 
they would take in a situation (Charness et al., 2018). �is distinction is analogous to 
the revealed versus stated preference distinction (Schläpfer & Fischho�, 2010) and 
to the distinction we draw here between descriptive assessments and performance 
tests.

Real-e�ort task examples include solving mazes and anagrams, adding two-digit 
numbers, counting zeros in a grid, transcribing meaningless symbols, cracking walnuts, 
data entry, classifying Amazon reviews, packing quarters into boxes, playing a labyrinth 
game, digit span, �lling envelopes, dragging a ball on a screen, typing alternating keys, 
and repeatedly typing the same paragraph, among others (Charness et al., 2018). Some 
of these also measure other factors (cognitive ability, physical skills). However, many 
could be used as performance tests of factors such as persistence.
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Kyllonen and Kell (2018) reviewed tasks that can be understood as performance 
measures of noncognitive skills. �ey suggested several categories: cognitive test 
 performance under low-stakes conditions (Segal’s 2012 Coding Speed); objective per-
sonality tests in the Ca�ell–Warburton tradition (Kubinger, 2009; Ortner & Proyer, 
2015; Ortner & Schmi�, 2014); economic preference tasks, such as time, risk, and 
social preferences (A. Falk et al., 2015, 2016); and con�dence judgments for their cal-
ibration to actual performance (Stankov et al., 2013). �ey also reviewed measures 
based on test and survey behavior, such as survey e�ort as indicated by skipping or 
careless answering on background questions (Hi� et al., 2016; Zamarro et al., 2018), 
item position e�ects re�ecting less e�ort on later items (Debeer et al., 2014; Weirich et 
al., 2017), and hasty response time re�ecting lack of e�ort (Y.-H. Lee & Jia, 2014; Wise 
& Gao, 2014).

Several other lines of research evaluate performance measures of noncognitive skills. 
Collaborative problem solving (Hao et al., 2017) combines cognitive and interpersonal 
skills (OECD, 2017b). A current challenge is assigning credit to individual members 
(Hao et al., 2019; Martin-Raugh et al., 2020). Idea generation (Benne� & Rock, 1995) 
can be considered a standard cognitive task, but there are additional dispositional 
aspects in choosing to respond with more than one solution or more than one answer 
to a question. Critical thinking also involves dispositional aspects.

Two additional performance measures of noncognitive skills, a�itudes, or world-
views have been researched. Implicit association tests (Greenwald et al., 1998) involve 
interpreting pa�erns of response times on classi�cation tasks as indicators of underlying 
a�itudes and beliefs. Although mainly known as an implicit bias measure, it can be used 
to measure  personality (Grumm & von Collani, 2007). Conditional reasoning ( James, 
1998; LeBreton et al., 2020), measures a personality disposition or worldview through 
multiple-choice answer selection to a reading passage with two correct answers. One 
answer is consonant with one belief system or worldview and a di�erent answer with a 
di�erent belief system.

Reliability, Validity, and Fairness

Performance measures are diverse, making summary statements about psychometric 
issues di�cult. However, tasks discussed can be treated with standard psychometric 
procedures (e.g., IRT; some have, Debeer et al., 2014). Also, fairness concerns are 
typically ignored. As the use of performance measures increases, we are likely to see 
increased a�ention paid to these issues, following guidelines such as those captured in 
the Standards for Educational and Psychological Testing (AE� et al., 2014).

Challenges associated with these measures include alternative interpretations. 
Many real-e�ort tasks likely re�ect both the target construct, a personality factor, 
and construct-irrelevant cognitive or physical ability factors. Wa�s et al.’s (2018) 
review of the marshmallow test, an indicator of a child’s ability to delay grati�ca-
tion, found that much of its association with later education and work achievements 
was a�ributable to sociodemographic and cognitive ability factors. Controlling for 
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construct-irrelevant in�uences may be especially important for performance tasks. 
Construct underrepresentation is another challenge. Skipping an item on a back-
ground questionnaire may be a weak indicator of Conscientiousness, but there are 
other elements of Conscientiousness not captured with such a measure. It will likely 
prove fruitful to combine multiple and diverse such indicators to create composite 
construct measures.

Biodata, Documented Accomplishments, and Administrative 
Records

Choices made and experiences had in�uence life directions. Choices and  experiences 
might be gathered from an informant who knows the target, captured with a ques-
tionnaire (or personal statement), or re�ected on one’s resume or bio. Life record data 
(L-data) was one of three data types identi�ed by Ca�ell (1965), with T-data and  
Q-data (questionnaire data). L-data is de�ned as “behaviour in the actual, everyday 
life situation” such as “‘number of automobile accidents over 20 years,’ ‘frequency of 
engagements,’ ‘number of societies to which the person belongs,’ ‘marks in school,’ and 
so on” (Ca�ell, 1965, p. 61). Ca�ell suggested that someone who knows the person well 
might be able to provide such data.

Organizational psychology has a long history of research on biodata (biographical 
data), responses to survey questions about one’s own background and experiences. 
Oswald et al. (2004) included a biodata measure along with the SJT to re�ect 12 
dimensions of college experience (see the section on SJTs). Some biodata questions 
were, “How o�en have you signed a petition for something you believed in? very o�en/
o�en/sometimes/seldom/never” (citizenship) and “How many times in the last year 
have you tried to get someone to join an activity in which you were involved or leading? 
 Never/once/twice/three or four times/�ve times or more” (leadership). Stricker and 
Rock (1998) reported on an accomplishments questionnaire (designed for  graduate 
school applicants) with items such as “conducted a band, orchestra, or vocal group 
at a public performance”; “wrote poetry, �ction, or essays that were published”; and 
“was elected to a major class o�ce in college.” �ese were drawn from dimensions 
of academic achievement, leadership, language, aesthetics expression, science, and 
mechanical. Mumford and Owens (1987) and Mumford et al. (2012) reviewed the 
history, measures, and methodology of biodata, referred to as background data. Bio-
data measures have been found to be comparable in their predictions of outcomes to 
Conscientiousness (r = .30), although they overlap considerably with cognitive ability,  
r = .50 (Schmidt & Hunter, 1998). Related are behavioral measures of personality (Breil 
et al., 2022; J. J. Jackson et al., 2010; Soto et al., 2022) based on the speci�c behaviors 
 individuals engage in, and ambulatory assessments (Trull & Ebner-Priemer, 2013), 
such as diaries and event sampling.

Also related are work-sample tests for college admissions. �e measure is not what 
one claims on a survey but a sample of actual behavior. Niessen et al. (2016; Meijer & 
Niessen, 2015; Niessen & Meijer, 2017) provided several suggestions for how such a 
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behavioral-sampling system could be implemented, such as trial studying approaches 
(applicant a�ends a lecture, studies material, takes an exam), and multiple mini-inter-
views (similar to SJTs) in which applicants are presented with problems they might 
encounter in professional practice and asked how they would approach them.

As organizations and schools continue to develop increasingly sophisticated and 
comprehensive data storage systems, such as New Jersey’s longitudinal student data 
warehouse (NJ Smart) or the U.S. National Student Clearinghouse (transcripts and 
enrollment data), biodata studies can be conducted solely with administrative records 
without burdening students or teachers. Kautz and Zantoni (2024) combined grades, 
accumulated credits, absences, and disciplinary infractions, all obtained from school 
records, to create a noncognitive composite that was as strong a predictor of a vari-
ety of future outcomes (11th-grade grades, absences, arrests, graduation, college 
 enrollment, college graduation) as cognitive ability scores were. K. Jackson (2018) 
combined absences, suspensions, course grades, and grade repetition as a supplement 
to achievement test scores to create a teacher value-added measure that was more pre-
dictive of lagged student outcomes than were test scores alone, which is the typical val-
ue-added measure. (Value-added modeling is a controversial approach in educational 
accountability; see American Statistical Association [2014] and Ho and Poliko� (this 
volume); the point here is to show that including noncognitive information can poten-
tially improve such measurement. See also C. K. Jackson et al., 2021.)

With advances in data collection technology and statistical methods, big data and 
machine learning approaches (e.g., regularization techniques to handle wide data 
[more variables than people]; gradient boosting machines for be�er out-of-sample 
prediction), and psychometrics (e.g., latent classes and mixture models to replace 
 biodata’s subgrouping methods), there is an opportunity to make advances in biodata 
measurement. In the early 21st century, such data are much easier to gather through 
administrative records retained routinely in database systems or on the web. Time 
spent studying or working on homework is an important determinant of learning 
(Cooper et al., 2006; Grodner & Rupp, 2013) and is now easier to capture with online 
learning systems. Variables like registration latency as indicators of procrastination can 
be captured (Novarese & Di Giovinazzo, 2013). Social media activity relates to per-
sonality factors (Kosinski et al., 2013; Youyou et al., 2015), as do contents of o�ces 
and  workspaces (Gosling et al., 2002). Mobile sensing data from phones, wearables, 
and beacons di�erentiate workplace performance levels (Mirjafari et al., 2019). Stress 
levels can be detected through speech (Slavich et al., 2019). �ere likely will be rapid 
developments in these areas.

CONCLUSION AND PROSPECTS

�is chapter reviewed noncognitive constructs and methods for assessing them. 
 Noncognitive skills are important determinants and outcomes of  education and are 
in high demand in the workplace. An education bene�t is  noncognitive in addition to 
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cognitive skills development, but this bene�t is not always apparent because we do not 
routinely monitor noncognitive skill development. Instead, we infer this relationship  
because the positive bene�ts of schooling on a variety of workforce and life outcomes  
greatly exceeds the bene�t a�ributable to the development of cognitive skills alone. 
We also know from research involving the administering of noncognitive measures, 
almost exclusively  self- or others reports collected with rating scales, that such measures 
predict a wide variety of education, workforce, and life outcomes. �is relationship is 
sometimes as strong as and sometimes stronger than the relationship between cogni-
tive measures and those outcomes. However, a recurring �nding is that the relationship 
between noncognitive skills and outcomes is moderated by cognitive ability—the 
relationship is particularly strong for students of lower cognitive ability and workers. 
Analyses of the nature of jobs in the workforce, particularly with technology-induced 
change, suggest that noncognitive skills are likely to increase in importance.

A roadblock to adoption of noncognitive measurement in schools is a widespread 
but misguided perception that personality is an immutable trait outside the in�uence 
of a teacher or the educational system. But ample research demonstrates that personal 
qualities such as work ethic, social skill, and productive a�itudes are as amenable to 
change due to good teaching and a supportive climate as curricular achievement is. 
Another barrier has been simple terminology—throughout this article we have used a 
variety of terms such as personality, social-emotional learning, so� skills,  noncognitive 
skills, interpersonal and intrapersonal skills, a�itudes, values, and beliefs almost 
 interchangeably. Each term has a distinct history and constituency but there is a grow-
ing recognition that all these terms refer to skills that are fundamentally in the same 
realm as cognitive skills are. What has largely distinguished noncognitive skills is not 
the nature of the constructs per se as much as it is the measurement method—cognitive 
skills tend to be measured with tests and noncognitive skills with ratings. Since 2015 
there has been an expansion of frameworks, accompanied by compendia of measures, 
outlining the nature and extent of noncognitive skills, and we now have a good under-
standing of what some of the most important skills are.

�e literature and practice of noncognitive assessment has been almost  completely 
devoted to the use of rating scale measures, primarily self-ratings. �is is due to their 
ease of development, administration, scoring, and reporting, but there are serious limita-
tions to rating scale measures. �ey are subject to various unmonitored and uncontrolled 
biases (reference, response style, social desirability) and the adoption of self-reports lim-
its their use to low-stakes applications. Alternative approaches have bene�ts—others’ 
reports, forced-choice and ranking approaches, anchoring methods, SJTs, various per-
formance tests of noncognitive skills such as real-e�ort measures of Conscientiousness, 
as well as biodata and administrative records, and big data (data mining) approaches. 
Any measure has advantages and disadvantages in certain situations and it is  important to 
consider the relative strengths and weaknesses of alternatives to determine their suitabil-
ity for particular applications. Reliability, validity, and fairness analyses can help. Modern 
psychometric methods—C�, generalizability theory, IRT (see Cai et al., this volume, 
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for a discussion of models)—are suitable for almost all noncognitive measurement, even 
though adoption of proper psychometric methods is not yet widespread. An interpre-
tive-argument perspective on validity is an appropriate �lter through which to evaluate 
noncognitive measurement methods, the data they produce, and the inferences we wish 
to draw from those data. A major distinction is between low-stakes use, as is currently 
widely implemented in schools, and high-stakes use, which is growing in workforce per-
sonnel selection and increasingly in higher education. Likert-scale self-measurement is 
inadequate for high-stakes use, but alternatives, such as others’ ratings, forced-choice 
methods, and SJTs, may be adequate for high-stakes use, particularly when treated with 
appropriate psychometric methods and a�er pilot testing for susceptibility to coaching 
and faking. It may also be important to use multiple measurement methods and indica-
tors to mitigate the weaknesses of any one method.

A general theme throughout this chapter has been that the level of interest and value 
a�ributed to noncognitive skills in both education and workplace se�ings, from both 
the practice and the policy communities, has outpaced the �eld’s ability to provide ade-
quate measures of those skills. We have evidence that interest and perceived impor-
tance are likely to grow. It is essential that the educational measurement community 
meets that interest with appropriate tools.
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NOTES

1. Selection due to death could explain some of these �ndings, as it has with cognitive 
ability (O’Toole & Stankov, 1992).

2. Meta-analyses typically report both a raw Spearman correlation (r) and a disa�en-
uated correlation adjusted for measurement error in the predictor (ρ).

3. Alternatively, standardized alpha is based on average interitem correlation rather 
than covariance. C. F. Falk and Savalei (2011) discussed the di�erences in meaning 
between the two alphas with respect to personality measures. If a composite is the 
sum of the raw item scores because items are on the same scale, alpha is justi�ed; 
if a composite is the sum of standardized item scores, as a result of items being on 
di�erent scales, standardized alpha is justi�ed.

4. Other more general IRT treatments can be found in Embretson and Reise (2000) 
and de Ayala (2009). Specialized treatments covering polytomous (multiple- 
category) IRT models can be found in �issen and Wainer (2001) and Nering and 
Ostini (2010).


