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Over the past several decades, K–12 educational tests have served a variety of roles 
in formal and informal accountability policies at the student, teacher, school, district, 
state, and federal levels. �e use of tests for accountability places a considerable burden 
on those seeking validity evidence (see Lane & Marion, this volume, for a discussion 
of validity and validation). While a canonical user of a test score may draw an inference 
about a single student, accountability systems o�en incorporate many actors, and many 
derived scores, at many levels of an educational system. Who is holding whom account-
able? By what mechanism? Using which scores? For what purpose?

In the face of such complexity, the measurement �eld has sometimes treated account-
ability as a distinct second-stage consideration. A developer may �rst gather validity 
evidence for a student score interpretation and then leave those who wish to use scores 
in an accountability system to gather validity evidence for such uses. �is two-stage 
formulation risks isolating measurement experts and measurement expertise in the �rst 
stage, when recent history has shown that the second stage o�en follows the �rst. A 
modern approach to analyzing tests from a measurement perspective is integrated. It 
anticipates the likely use of scores for accountability and aims to document and prevent 
the bias, variance, and unintended consequences that such uses can impart.

Our chapter extends the signi�cant contribution by Koretz and Hamilton (2006) in 
the fourth edition of Educational Measurement. �e �rst three editions of Educational 
Measurement had no stand-alone chapter on accountability. Koretz and Hamilton pro-
vided an extensive treatment of the validity of inferences under high-stakes conditions. 
�eir treatment, further developed by Koretz (2008), convincingly demonstrates how 
validity evidence gathered under low-stakes administration conditions is inadequate to 
support the use of tests for accountability. We extend their framework and principles to 
the wide range of derived scores common in modern accountability systems.

Koretz and Hamilton (2006) also provided a comprehensive history of large-scale 
testing in the United States, including the increasing use of assessments for account-
ability from the 1980s through the initial years following the No Child Le� Behind 
Act of 2001 (NCLB). We summarize and extend their history through three additional 
discernible national accountability policy periods, the Growth Model Pilot Program 
(GMPP) of 2005, the “waiver” period beginning in 2011, and the Every Student Suc-
ceeds Act of 2015 (ESSA). We emphasize how each period brought accompanying 
measurement challenges, including the measurement of growth, the measurement of 
college and career readiness, and score comparability across states and over time.

�e COVID-19 pandemic closed U.S. schools in early 2020 and disrupted assess-
ment and accountability systems worldwide. �e pandemic coincided with the devel-
opment of this chapter, and our perspective on pandemic-era accountability is limited. 
While we treat this recent period simplistically as a pause and return of ESSA account-
ability policies, we acknowledge that states varied considerably in their responses to the 
pandemic, and current accountability policies are even more varied across states than 
they were prior to the pandemic. We look forward to future research that summarizes 
the history and impact of this period of volatility in educational accountability policies.
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Our chapter complements others in this volume. Our focus is on assessment for 
accountability in the United States, including the low-stakes, but not no-stakes, National 
Assessment of Educational Progress (NAEP). In contrast, Braun and Kirsch (this vol-
ume) focus on large-scale assessments in other countries, including cross-national 
monitoring assessments like the Programme for International Student Assessment 
(PISA) and the Trends in International Mathematics and Science Study (TIMSS). Our 
focus is on assessment for accountability across multiple levels, including the nation, 
state, district, school, classroom, teacher, and student levels. Brookhart and DePascale 
(this volume) cover student-level assessment for purposes like orienting diagnostic 
feedback and informing pedagogical decisions, and Margolis et al. (this volume) cover 
assessment for licensing and certi�cation. Our focus is also on school environments in 
K–12 grade levels. Camara et al. (this volume) cover assessment in the context of higher 
education. Finally, our focus is on cognitive constructs related to academic content, 
whereas Kyllonen and Zu (this volume) cover issues related to assessments of social 
and emotional learning and nonacademic outcomes.

THE LOGIC AND HISTORICAL DEVELOPMENT  
OF K–12 TEST-BASED ACCOUNTABILITY

Accountability testing uses formal or informal policies and mechanisms to encourage 
or require actors to use test scores. Five questions can help to distinguish among di�er-
ent approaches to “assessment for accountability”: (1) Who is holding whom account-
able? (2) By what mechanism? (3) Using which scores? (4) For what purpose? (5) 
With what unintended negative consequences? Figure 16.1 provides an overview of 
these questions asked and answered at di�erent levels of K–12 educational systems. We 
explain the vertical and horizontal dimensions of Figure 16.1 here and return to this 
framework throughout the chapter.

�e vertical dimension distinguishes among levels of the educational system, answer-
ing Question 1, “Who is holding whom accountable?” At higher levels of aggregation, 
national, state, and district leaders hold lower level leaders accountable to educational 
progress in the interest of the general public. At lower levels of aggregation, schools and 
teachers use tests to hold students accountable to learning. We reference “general pub-
lic interest” and “general parent interest” at higher and lower levels of the educational 
system, respectively, to indicate that justi�cations for accountability emphasize more 
bene�ts to the general public at higher levels and more bene�ts for parents and their 
children in speci�c classrooms and schools at lower levels. �ese interests also interact, 
where parents serve in general public roles and can be a strong advocacy group at higher 
levels of educational systems.

�e horizontal dimension of Figure 16.1 contains four columns, each of which 
addresses the remaining four questions in turn, about accountability mechanisms, score 
types, purposes, and unintended negative consequences, respectively. �e �rst column 
lists accountability decisions and mechanisms that test scores serve at di�erent levels 
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A Framework for K–12 Test-Based Accountability Purposes and Mechanisms

of the system. For example, at higher levels of aggregation, publicly reported aggregate 
scores for the nation, states, districts, and schools can act as a form of “public account-
ability” (Hu� & Poliko�, 2020), where transparency about aggregate scores and prog-
ress can theoretically inform the general public and inspire educational improvement. 
Policies can also establish funding or program enrollment for higher scoring or lower 
scoring schools, teachers, and students. �ese policies have higher or lower stakes 
depending on the consequence of the policy, the individuals or groups it targets, and 
the relative weight of test scores in the policy decision.

�e second column describes the types of scores that usually support these deci-
sions and mechanisms. Emphasizing score types and uses is particularly essential for 
accountability testing because intended uses are o�en at di�erent levels of aggregation, 
or scores are “adjusted” or “combined” in various ways to serve accountability purposes. 
�ese “derived scores” have properties that can both serve intended purposes and cre-
ate unintended consequences (Haertel & Ho, 2016). Chapter 13 of the Standards for 
Educational and Psychological Testing (Standards; American Educational Research Asso-
ciation [AE�] et al., 2014) also discusses these issues in the context of “accountability 
indices.”

�e third column of Figure 16.1 describes “indirect” or “in�uencing” purposes of 
accountability testing that also serve as broad justi�cations for accountability. Haer-
tel (2013) distinguished these indirect purposes of testing as mechanisms, including 
incentives and messaging, that in�uence actors without directly using their test scores. 
For example, a goal of test-based graduation policies is to direct student and teacher 
e�ort, and a goal of school accountability policies is to signal worthy curricular goals 
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and levels of pro�ciency. Both intended e�ects occur as the result of the policy, not as 
a result of interpretations or uses of any particular scores themselves. Indirect purposes 
are usually but not necessarily explicit in the logic of test-based accountability policies. 
Validity evidence supporting indirect test uses includes quasi-experimental analyses 
that estimate the e�ect of the test-based accountability policy over a counterfactual pol-
icy with less testing or accountability.

�e �nal column of Figure 16.1 lists common unintended negative consequences of 
test-based accountability policies at di�erent levels of educational systems. �ese can 
include common responses like in�ation that derive from incomplete or unrealistic 
goal structures (Koretz, 2008). Additional unintended consequences of accountability 
testing include “de�cit interpretations” of students or groups where users interpret low 
scores or averages as irreparable or innate student or group de�cits for themselves or for 
others. For example, recent empirical evidence suggests that “achievement gap” fram-
ing a�ects teacher support for policy solutions and general public beliefs about racial 
stereotypes and causes of disparities (Quinn, 2020; Quinn et al., 2019). Professional 
testing standards are explicit about the importance of anticipating, documenting, and 
minimizing unintended negative consequences in test-based accountability (AE�  
et al., 2014).

Avoiding unintended consequences requires resolving a central tension in test-based 
accountability: on the one hand, between incentivizing achievement of students, 
 teachers, and school leaders to meet test-based goals and, on the other hand, formaliz-
ing the responsibility of school, district, state, and federal actors to provide the capacity 
and opportunity for this achievement. Elmore (2004) laid out �ve guiding principles 
for designing fair accountability policies that a�empt to resolve this tension: (a) there 
should be empirical evidence that goals are achievable, (b) measures should be su�-
ciently accurate and precise for their purposes, (c) students should be held account-
able only to what they have had the opportunity to learn, (d) schools should be held 
accountable only to the value they add, and (e) the performance that a policy requires 
should be reciprocated by the responsibility of the system to provide that capacity.

Implementing these principles is challenging in part because test-based measures 
cannot on their own distinguish between a low score that re�ects a lack of individual 
commitment to achievement and a low score that re�ects a lack of systematic support 
for achievement. A lack of individual commitment might suggest that stakes should be 
higher, whereas a lack of systematic support suggests that support should be stronger. 
�is fundamental ambiguity in test score interpretation enables actors at di�erent levels 
of the accountability system to use the same test score data to ask more from each other. 
Higher level actors use policy and authority to require more of lower level actors. Lower 
level actors can use mechanisms of public accountability (Hu� & Poliko�, 2020) to 
require more assistance or support from higher level actors.

�ese mechanisms are not equal in power. Because of this asymmetry, particular care 
is required to ensure that the system is bene�cent in providing opportunities to accel-
erate learning without reinforcing existing inequalities and power structures. Toward 
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the end of this chapter, we review recent movements that a�empt to rebalance power 
toward holding systems accountable to learners, including systems of equity indica-
tors (National Academies of Sciences, Engineering, and Medicine [NASEM], 2019), 
 sociocultural assessment (Shepard, 2021), and indigenous data sovereignty and policy 
(Walter et al., 2021).

Balance between stakes and supports among actors, mechanisms, scores, and pur-
poses has evolved through the history of U.S. federal educational policy. In the remainder 
of this section, we review �ve phases in rough chronological order: the Tyler rationale, 
program evaluation and monitoring, programmed instruction, minimum competency 
testing, and the standards movement. Our review draws from similar reviews of his-
tory relevant to accountability testing, including those by Haertel and Herman (2005), 
Koretz and Hamilton (2006), and Madaus et al. (1983). Like Shepard et al. (in press), 
we also update this history by describing recent waves of federal accountability policy, 
including NCLB and ESSA.

The Tyler Rationale
�e Tyler rationale (Tyler, 1949) forms the basis of many modern models for improving 
curriculum and instruction. Tyler drew lessons from the “Eight-Year Study” (E. Smith 
& Tyler, 1942) conducted from 1933 to 1941. �e original study investigated whether 
students in 30 high schools with relaxed college-preparatory course requirements had 
di�erent outcomes than students in high schools that maintained the strict curricular 
sequences of that era.

Tyler (1949) distilled four principles from the study: (a) de�ne appropriate objectives, 
(b) design educational experiences aligned to objectives, (c) organize educational 
experiences for e�ectiveness, and (d) evaluate whether objectives have been a�ained. 
As Haertel and Herman (2005) noted, Tyler and his colleagues also articulated clearly 
that tests served multiple purposes beyond evaluation. �ese purposes included 
focusing student and teacher e�ort and providing “a sound basis for public relations”  
(E. Smith & Tyler, 1942, p. 10) through evidence about outcomes. �e use of tests 
to focus the system and shape public perceptions would grow in the decades to come 
(Haertel, 2013).

Programmed Instruction and Criterion-Referenced Testing
From the 1950s through the 1970s, Tyler’s principles undergirded the rise of pro-
grammed instruction, a model that shi�ed Tyler’s emphasis on measurable objectives 
from the program level to the classroom level. Psychologists at the time envisioned a 
well-cra�ed sequence of curricular topics, with tests that guided and sometimes deter-
mined subsequent instruction. Propelled by behaviorist theories (Skinner, 1953), these 
systems included tests to check understanding and provide immediate feedback to rein-
force desired behaviors.

To support these uses, tests had to support inferences about what students could do. 
Glaser (1963) coined the term criterion referenced to describe tests designed to assess 
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“the degree to which the student has a�ained criterion performance” (p. 6). �is set 
up a useful contrast to norm-referenced tests that have a primary purpose of di�erenti-
ating among test takers relatively, o�en for the purpose of selection into competitive 
 programs. Although well-designed tests can support scores that have criterion-refer-
enced and norm-referenced interpretations (AE� et al., 2014), essentially all mod-
ern accountability tests claim to be criterion referenced to emphasize that the primary 
scores of interest indicate what students know and can do against an absolute stan-
dard. �e term also suggests the appealing theoretical possibility that all test takers can 
achieve a given criterion level.

To support or operationalize decisions in programmed instruction, practitioners and 
systems use established cut scores or set them on the basis of what students know and 
can do. Bloom’s popular “mastery learning” model (1968), for example, included end-
of-unit tests with cut scores that distinguish between students who are and those who 
are not ready for the next unit. Cut scores on criterion-referenced tests should enable 
teachers to describe a student who scores at or above a cut score in terms of their abso-
lute knowledge and skills, without reference to any norm or reference group.

Tests in this era became much more focused on �ne-grained objectives that devel-
oped along continua. Score reporting turned to support interpretations of speci�c 
 criteria, knowledge, skills, and abilities. Programmed instruction also raised the stakes 
on potential instructional decisions for students, including remediation and repetition 
of previous instruction. And the use of tests to reform and improve instruction, both 
directly by providing data and informing decisions and indirectly by focusing the sys-
tem, continued to rise.

Testing for Monitoring and Program Evaluation
As programmed instruction was increasing the role of testing in classroom instruc-
tion, the 1960s saw an increase in the role of testing in federal programs and sur-
veys. �e Elementary and Secondary Education Act of 1965 (ESEA) included a 
required, annual, measurement-based evaluation of Title I programs under the Title I  
Reporting and Evaluation System. �e National Science Foundation began to require 
the use of educational tests in evaluations of funded curricula. And the headline �nd-
ings from the Equality of Educational Opportunity Survey (Coleman et al., 1966) were 
drawn from standardized achievement tests. Extending the Tyler rationale, educational 
testing began to be a default requirement for federal programs, a signal of rigor, trans-
parency, and public accountability.

Planning for NAEP also began in the 1960s, and the �rst NAEP assessments were 
administered in 1969–1970 ( Jones & Olkin, 2004). Early NAEP testing did not report 
scale scores and was instead inspired by the same objectives-oriented theories that 
guided programmed instruction. In a 2004 re�ection, Cronbach compared the report-
ing goals to those of opinion polling, where results consisted of numerous percentages 
of correct answers to speci�c questions, disaggregated by groups. He also notes, “�ere 
was interest in making the results comprehensible to teachers in terms that they could 
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put to use in their teaching” (Cronbach, 2004, p. 141). However, the reports were 
unwieldy and made it challenging to measure progress over time. We reserve a fuller 
review of NAEP and its signi�cant and growing role in educational accountability for 
the section “NAEP and a �eory of Public Accountability”. Here, we observe the grow-
ing pains of early NAEP as an example of a continuing tension between designing diag-
nostic tests for instructional guidance and designing monitoring tests for large-scale 
educational progress.

Minimum Competency Testing
In the 1970s, concern about youth unemployment, low graduation standards, and 
intractable achievement gaps helped to spur a “back to basics” movement (Haertel & 
Herman, 2005). In response, district and state policies known as minimum competency 
testing began to spread, typically taking the form of making high school graduation and, 
in some cases, grade promotion contingent on students scoring above selected score 
thresholds on standardized tests. Statewide minimum competency testing require-
ments existed in at least 29 states by the end of the decade.

Minimum competency testing built on the theoretical foundations of educational 
psychologists from previous decades, including the use of tests that measured speci�c 
 competencies and the use of a criterion-referenced cut score for “minimum  competency.” 
However, a dramatic extension from previous decades was the use of large-scale educa-
tional policy to articulate a clear and high-stakes decision rule, in this case with direct 
consequences for students. �e rhetoric of the movement has largely faded in favor of 
an emphasis on high standards and higher-order thinking skills. Nonetheless, the move-
ment helped to advance a more substantial state role in educational testing, as well as 
the use of criterion-referenced tests and cut scores for high-stakes decisions (Koretz & 
Hamilton, 2006).

With low cut scores and numerous opportunities to retake exams, Ca�erall (1989) 
summarized the scholarly consensus that “the competency test was legislated as a lion 
but implemented as a lamb” (p. 4). As we review federal and state accountability poli-
cies for schools and students over the next decades, this pa�ern recurs: initially unreal-
istic political rhetoric and goals are followed predictably by increasing �exibility.

The Birth of the Standards Movement
�e 1980s began with a more centralized and data-driven e�ort than the previous 
decade to signal a crisis that required national educational reform. �e in�uential 1983 
report A Nation at Risk (National Commission on Excellence in Education, 1983) used 
a range of indicators, including international comparisons from the International Asso-
ciation for the Evaluation of Educational Achievement (Bloom, 1973), results from the 
SAT (formerly Scholastic Aptitude Test), and NAEP results to argue that “the educa-
tional foundations of our society are presently being eroded by a rising tide of medi-
ocrity that threatens our very future as a Nation and a people” (National Commission 
on Excellence in Education, 1983, p. 5). �e report called out the  shortcomings of 
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minimum competency tests speci�cally, arguing that “the ‘minimum’ tends to become 
the ‘maximum’ thus lowering educational standards for all” (p. 20). �e report instead 
called for “more rigorous and measurable standards, and higher expectations, for 
 academic performance” (p. 27). �e report speci�ed that tests “should be administered 
at major transition points from one level of schooling to another” and “should include 
other diagnostic procedures that assist teachers and students to evaluate student prog-
ress” (p. 28).

�e coming years continued to clarify the logic of modern large-scale accountability 
testing: aligned tests, higher standards, and transparent reporting helped to focus and 
improve teaching and learning (Resnick & Resnick, 1992; Smith & O’Day, 1991). �e 
state and federal roles in accountability testing also continued to rise. Responding to 
requests from some governors in 1984, Secretary of Education Terrel Bell prepared a 
one-page “wall chart” of state educational outcomes, including graduation rates and 
SAT and ACT (formerly American College Testing) scores. Once planned for release 
in a small press conference in the secretary’s o�ce, the wall chart resulted in the larg-
est press conference in the Department of Education’s history (Ginsburg et al., 1988). 
Later that year, the Council of Chief State School O�cers passed by a vote of 27 to 
12 a report supporting improved measurement of educational indicators across states, 
with a closer 20–19 vote that avoided the deferral of a key section of the report about 
comparable outcomes (Toch, 1984). �e report noted that, “on a technical level, state-
to-state comparisons are problematical for a variety of reasons . . . on a political level, 
however, the a�ention given to the Secretary’s ‘wall chart’ makes inevitable future state 
to state comparisons on outcome measures” (Council of Chief State School O�cers, 
1984, p. 3). �is articulates a theory of public accountability that we develop in the next 
section, where transparent reporting of comparable outcomes signals worthy goals, cre-
ates competition, and draws public a�ention, even without explicit consequences or 
rewards for scores.

In addition to higher performance standards as exempli�ed by “pro�ciency,” reports 
from this era emphasized complex, higher-order thinking skills and a�empted to distin-
guish clearly between performance standards and content standards. Content  standards 
referred to “the knowledge, skills, and other understandings that schools should teach 
in order for students to a�ain high levels of competency in challenging subject ma�er,” 
and performance standards “de�ne various levels of competence in the challenging sub-
ject ma�ers set out in the standards” (National Council on Education Standards and 
Testing, 1992, p. 13). �e National Council on Education Standards and Testing was 
convened to explore the possibility of a national system of standards and tests, with 
candidate sets of content standards like those by the National Council of Teachers of 
Mathematics in 1989 and the American Association for the Advancement of Science 
in 1993.

An ambitious e�ort known as the New Standards Project was a joint e�ort of the Uni-
versity of Pi�sburgh’s Learning Research and Development Center and the National 
Center on Education and the Economy. �e project a�empted to operationalize higher 
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order content standards in the form of performance assessments. �e project had 17 
states and 6 urban districts signed on at its peak. It ultimately faced a number of chal-
lenges, including state resistance to standards that were not “home grown” and  apparent 
underestimation of the amount of time and money it takes to produce performance 
assessments that support accountability decisions at scale (Ho�, 2001). Koretz et al. 
(1994) summarized similar tensions among a�ordability, score precision, and instruc-
tional relevance in Vermont’s portfolio assessment system.

�e 1990s also saw the rise of explicit school-level stakes. Whereas minimum compe-
tency testing had direct consequences on students, the logic of standards-based reform 
focused on incentives at the school level. �e popular Quality Counts series published 
by Education Week reviewed state educational reform plans annually, including a grade 
for states on multiple indicators related to standards-based reform. By 1999, the report 
found that 36 states had commi�ed to transparent reporting of report cards for schools, 
with 19 issuing overall performance-based ratings ( Jerald, 2000). In addition, 16 states 
had the legal authority to reconstitute schools that failed performance measures, and 13 
states o�ered monetary rewards to successful schools. �ese state systems established 
the precedent for the explicit school sanctions that would be required of all states by 
NCLB in the years to come.

The NCLB Era
�e NCLB Act, passed in 2001, was a bipartisan triumph of the standards movement 
in education. NCLB represented a reaction to federal discontent over the progress of 
school reform throughout the 1990s, most speci�cally the slow and weak implementa-
tion of the prior ESEA reauthorization, the Improving America’s Schools Act (McDon-
nell, 2005). NCLB also grew out of state-level reforms, primarily in Texas, that seemed 
to be boosting student performance (Deming et al., 2016; Grissmer & Flanagan, 1998).

�e NCLB suite of reforms was premised on a straightforward theory of change 
(Porter & Poliko�, 2007). First, establish clear, grade-level content standards in the 
core academic subjects (mathematics and English language arts, though science was 
also included in the law). Second, create aligned assessments to measure student per-
formance against those standards and inform the public and educators of that perfor-
mance. �ird, through accountability policies, hold schools and districts accountable 
for student performance against the standards and o�er interventions in schools where 
the standards are not met. Fourth, disaggregate all results for key student groups of 
interest to ensure high average performance does not mask low-performing student 
groups. With these policies in place, the thinking went, teachers (supported by school 
and district leaders) would be incentivized to align their instruction with the challeng-
ing academic content standards, student opportunity to learn would improve, and 
achievement would rise. In schools where achievement was not rising, public school 
choice (enabled by the public release of school performance data) would put additional 
market pressure on schools to improve, while supplemental education services would 
provide additional support to students and teachers. �e design of the accountability 
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systems broadly aligned with this theory of change, though we discuss the e�ectiveness 
of these policies in the section “�e Impact of Accountability Policies”.

School accountability under NCLB was based on a straightforward set of measures: 
student pro�ciency rates on state tests, student participation rates on state tests, and an 
additional state-selected indicator (high school graduation rates and, typically, a�en-
dance rates for elementary and middle schools). For student pro�ciency, states were 
required to establish pro�ciency rate trajectories for each tested subject and grade. 
�ese trajectories began from baseline pro�ciency rates set in 2002 based on the distri-
bution of student performance in the state to the target of 100% pro�ciency by 2014. 
Each year’s target was called an annual measurable objective (AMO), and meeting all 
AMOs was necessary to make adequate yearly progress (AYP) and avoid consequences. 
In other words, the NCLB accountability system represented a conjunctive approach 
to combining multiple measures—schools had to cross each AMO bar overall, and for 
all student groups—high performance in one area could not o�set low performance in 
another.

�e consequences for failing to meet AYP escalated with the number of years of 
failure, beginning with labeling, then public school choice, then supplemental tutor-
ing, and �nally the possibility of state intervention (including school closure,  charter 
 conversation, state takeover, or other signi�cant turnaround e�orts). States were 
allowed to set di�erent trajectories for di�erent grade levels and subject areas, but they 
were required to have the same targets for all student groups (NCLB required states 
to disaggregate data for, at minimum, student groups based on race/ethnicity, socio-
economic status, disability status, and English pro�ciency). To ensure that schools 
were not selectively excluding low-performing students from taking tests, the law also 
required 95% of each student group to participate in each exam.

While these test-based performance measures seem straightforward and comparable 
across states, in practice, state decisions about the construction of their systems dramat-
ically a�ected how many and what kinds of schools would be subject to accountability 
pressure. �ese decisions are described well elsewhere (Davidson et al., 2015; Poliko� 
& Wrabel, 2013; Porter et al., 2005), but we brie�y summarize some of the relevant key 
decision points here.

One decision point states were allowed to make under NCLB was about student 
group size. �is was the minimum number of students required in a particular student 
group for that student group to count toward accountability. �e modal subgroup size 
under NCLB was 30 (Poliko� & Wrabel, 2013), meaning that if a school had 29 low-in-
come students, that student group would not count as its own group for accountability 
purposes, whereas if it had 30 or more, it would. (�e students would count in the 
overall school average regardless.) However, minimum group sizes ranged considerably 
across states (from a low of 5 to a high of 100; Davidson et al., 2015). Smaller student 
group sizes can dramatically a�ect the number of students who are included in student 
group accountability measures. An analysis of California data (Poliko� et al., 2018), 
for instance, found that moving from their old group size of 100 to a group size of 30 
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increased the average number of accountable student groups in schools from 3.65 to 
5.44. �is had the e�ect of dramatically reducing the number of students who were in 
groups not reported or used for accountability (for instance, under the previous system, 
80% of multiple-race students were in schools where that group was not large enough to 
be reported, but under the new system it was just 28%). Of course, there are trade-o�s 
of changes in student group size rules: With smaller minimum group sizes, reliability 
will be lower (year-to-year �uctuations will be higher), but there will be greater incen-
tive for educators to a�end to student group performance if the school is accountable 
for more student groups.

Second, as described by Poliko� and Wrabel (2013), the law allowed states to use 
a variety of alternative methods in determining whether schools’ and districts’ pro�-
ciency rates were above the performance target. By far the best known of these was 
the Safe Harbor provision, where schools were given credit for meeting a pro�ciency 
target if the percentage of students scoring below Pro�cient decreased by 10% (not  
10 percentage points) from the previous year. �ese alternative methods had the e�ect 
of sometimes dramatically lowering the pro�ciency threshold. For instance, consider a 
school with 100 students, of whom 50 are Pro�cient (50% pro�ciency rate) against an 
AYP target of 75%. �is school would need to get just 5 more students over the pro�-
ciency threshold in the next year to meet the AYP target, even though the pro�ciency 
rate of 55% would fall far below the actual target for that year.

�ird, as described in detail by Davidson et al. (2015), states also could use statistical 
adjustments to their accountability results in making accountability decisions. Specif-
ically, states were permi�ed to adjust targets based on con�dence intervals, in essence 
allowing states to say, “we will only hold your school accountable if we are extremely 
con�dent your school’s performance is below the pro�ciency threshold.” Con�dence 
intervals were de�ned in terms of sampling variance of proportions, but were applied in 
an unusual way. Instead of indicating the precision of the parameter estimate, they were 
used to lower targets in proportion to imprecision. Importantly, con�dence intervals 
and Safe Harbor could be layered on top of one another. In the previous example of the 
100-student school in California, it would actually only need to get 2 more students 
over the pro�ciency line, because California applied a 75% con�dence interval to the 
5-student Safe Harbor target.

Fourth, states had leeway over a variety of technical decisions about which students 
would count for accountability and how to aggregate their scores. For example, states 
applied variable rules around the inclusion of students with certain kinds of disabilities 
and varied in their selection of student racial/ethnic groups (Davidson et al., 2015). 
States could set their own rules about student enrollment, with some states requiring 
students to be enrolled in a school for an entire year to count for accountability pur-
poses and others requiring just a few months’ enrollment (the former approach exclud-
ing highly mobile students). And states could decide how to aggregate results across 
grades and subjects, whether by �rst aggregating results and then comparing these to 
AYP targets or by comparing results to targets separately by grade and subject.
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Finally, states were allowed to set nonlinear performance trajectories from the 2002 
starting point to the 2014 100% pro�ciency target (Porter et al., 2005). Some states 
set “straight-line” targets, expecting a constant annual increase in the percentage of stu-
dents scoring Pro�cient. Other states set more back-loaded targets, with smaller annual 
increases in the earlier years of the law and larger increases in the later years.

�ese state policy decisions—some of them seemingly modest—had profound 
e�ects on the number and type of schools identi�ed as failing to meet NCLB pro�-
ciency targets. For instance:

• Porter et al. (2005) found early in NCLB that Kentucky’s design decisions (using 
a large student group size of 60 and con�dence intervals) resulted in 75% fewer 
schools failing to meet their accountability targets than had the state made more 
stringent decisions.

• Poliko� and Wrabel (2013) found that two thirds of California schools used Safe 
Harbor to meet at least one AYP AMO in 2011.

• Davidson et al. (2015) documented the complex and interacting e�ects of state 
accountability policy decisions on failure rates, suggesting that school failure 
under NCLB was as much about minor di�erences in the ways state policy mak-
ers interpreted and implemented the law as it was about actual school perfor-
mance.

As the NCLB era drew toward its conclusion, there was widespread dissatisfaction 
with NCLB accountability systems, with speci�c focus on (a) the unreasonableness 
of 100% pro�ciency targets (though again, in practice there were many ways to make 
AYP without hi�ing 100% pro�ciency), (b) the use of status measures of performance 
without considering growth, (c) the narrowing e�ects of the law resulting from its near- 
exclusive focus on English language arts (ELA) and mathematics test scores, and (d) 
the perceived ine�ectiveness of NCLB’s mandated interventions.

The ESEA Waivers
It was in this context that in 2011 (already 4 years a�er the original intended ESEA 
reauthorization), the U.S. Department of Education began o�ering states �exibility 
waivers from some provisions of NCLB’s accountability rules. �e waiver accountabil-
ity policies were broadly aligned with NCLB policies and the NCLB theory of change, 
but o�ered some technical �xes aimed to address the shortcomings of NCLB account-
ability systems.

In place of NCLB’s AYP rules, the waivers had several requirements for state account-
ability systems. First, state AMO targets had to be revised, with the waivers o�ering 
states two options: AMOs that increase in equal annual increments to 100% pro�ciency 
by 2019–2020 or reduce by half the percentage of Below Pro�cient students in the “all 
students” group and in each student group within 6 years. �ese tweaks were o�ered to 
reduce the pressure of the impending 100% pro�ciency deadline, which was then just 
a couple years o�. Second, states were required to include a measure of student growth 
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in their accountability rules to address the widely known concerns about  student 
 pro�ciency rates as a measure of school performance. �ird, states were mandated 
to identify at least 15% of schools for intervention, with 10% of schools identi�ed as 
“focus” schools (intended to be schools contributing to state achievement gaps) and 5% 
of schools identi�ed as “priority” schools (intended to be the state’s lowest-performing 
schools). �is provision o�ered states some relief in terms of the number of schools and 
districts they would have to identify and work with, but it also introduced a norm-ref-
erenced approach into what was originally intended to be a criterion-referenced policy 
system based on schools meeting targets. �ough the waiver accountability systems 
were in place for only a few years, there are generalizable lessons in the revisions about 
how to set realistic targets and establish consistent de�nitions to avoid perverse incen-
tives.

Waiver accountability systems represented important improvements over NCLB 
 systems in some ways, but less so in others. Poliko� et al. (2014) reviewed these 
 improvements and missed opportunities, which we summarize here. First, waiver 
accountability systems o�ered �exibility to include measures beyond test scores, 
 responding to earlier critiques of NCLB as narrowly focusing on ELA and mathemat-
ics pro�ciency at the expense of all other measures of school e�ectiveness. States used 
this �exibility to include a variety of measures like graduation rates, a�endance, school 
 climate, and opportunity-to-learn measures. Only �ve states used just test scores in 
 identi�cation of their priority schools, and most states used at least one nontest  measure 
in their identi�cation of focus schools. Waiver plans also o�en included  additional 
tested subjects in accountability (e.g., science, which was required to be tested but was 
not used for accountability under NCLB), further broadening the measures against 
which schools were evaluated.

Second, when waiver accountability systems did rely on test scores, they included 
measures that experts argued were superior to pro�ciency rates in terms of measuring 
and incentivizing school e�ectiveness (e.g., Ho, 2008; Linn, 2003; Poliko� & Wrabel, 
2013; Ryan, 2004). About half of states used a measure of individual student achieve-
ment growth, and about a quarter used di�erent status-based measures of performance, 
such as performance indices where students scoring Basic earned half a point and those 
scoring Pro�cient earned a full point (Poliko� et al., 2014). �ird, waiver plans made 
more stable classi�cations—identifying schools and working with them for at least a 
few years before moving on to a new set of schools. �is has two potential bene�ts: It 
reduces the extent to which ephemeral �uctuations in performance drive school classi-
�cations and it ensures more sustained intervention and support in struggling schools.

However, researchers also raised concerns about the design of waiver accountability 
systems. �ese concerns were along a number of dimensions. For example, in some 
states the state would use one approach to rate schools on, say, an A–F composite 
index, but then use a di�erent approach altogether to identify schools for intervention. 
�is created a lack of consistency that might cause unnecessary confusion. As another 
example, while nontest measures were included in many states’ accountability systems, 
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 pro�ciency rates based on state tests still dominated accountability classi�cation rules in 
nearly all states, raising all of the same issues as discussed in the NCLB era. And �nally, 
some were concerned about the use of so-called super-subgroups, which combined the 
performance of multiple groups of students, rather than fully disaggregating results as 
under NCLB (e.g., R. A. Hernández, 2013). �ere was concern that this approach to 
aggregating student groups could mask the performance of the disaggregated groups 
and therefore diminish a�ention to supporting these student groups.

Overall, the waiver period represented a controversial but important transition from 
NCLB-style accountability to ESSA accountability. �e waivers clearly broadened the 
measures against which schools were evaluated, a transition from the nearly exclusive 
test-based focus of NCLB. �e waivers narrowed a�ention to a small proportion of the 
lowest-performing schools, moving away from NCLB’s extraordinarily high school fail-
ure rates and toward a more norm-referenced approach to school accountability. �e 
waivers encouraged innovation in the use of student achievement test scores, including 
a move away from pro�ciency-based status measures and toward true student growth 
measures. �ese innovations carried over when ESEA was �nally reauthorized as the 
ESSA in 2015.

The Every Student Succeeds Act
�e ESSA passed in 2015, �nally reauthorizing ESEA and updating requirements and 
expectations with regard to state accountability systems. �e act’s accountability provi-
sions continued and expanded on some of the main innovations of the waiver era and 
continued the rollback of NCLB-era sanctions. �e proportion of schools subject to 
accountability sanctions was reduced to just the bo�om 5% (plus high schools with 
low graduation rates), and the sanctions were made much less prescriptive (with a focus 
instead on district creation and implementation of evidence-based plans for school 
improvement).

�e statute describes �ve types of indicators that must be included in school account-
ability systems (Marion, 2016): �rst, an indicator of academic achievement; this can 
be as simple as percent Pro�cient, but ESSA also allows for states to use other status 
measures of performance (e.g., average scale scores, index-based approaches); second, 
another “valid and reliable academic measure,”1 o�en a measure of either growth or 
achievement gaps; third, graduation rates, including extended (i.e., 5- or 6-year) grad-
uation rates; fourth, progress toward English language pro�ciency for English learners; 
and ��h, another indicator of school quality or success that meaningfully di�erentiates 
and is valid, reliable, and comparable (in the text of the law, they list as options mea-
sures of student engagement, educator engagement, student access to and completion 
of advanced coursework, postsecondary readiness, and school climate and safety). In 
terms of actual accountability classi�cations, the statute also says that states must mea-
sure school performance against state-determined status and improvement goals in at 
least the areas of academic achievement, graduation rate, and student groups that are 
behind (Marion, 2016). Drawing on the waivers, the law requires that states produce 
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at least every 3 years a list of schools for comprehensive support and improvement, 
including (a) the lowest 5% of Title I schools, (b) high schools with graduation rates 
below 67%, and (c) schools with low-performing student groups (thus including both 
norm- and criterion-referenced approaches to school identi�cation).

How did states implement these requirements? �e approved state ESSA plans var-
ied along every dimension, so characterizing them concisely is di�cult. Indeed, if there 
is one way to characterize state ESSA accountability systems, it is that they are incredi-
bly variable in form and content. But a few trends emerged in the many external reviews 
that were produced.

With regard to student achievement measures, many (but not a majority of) states 
use status measures of student performance that move beyond percent Pro�cient (e.g., 
average scale scores or “indices” that use a fuller range of student scores rather than 
a binary Pro�cient/Nonpro�cient distinction) and many also include achievement in 
subjects other than mathematics and ELA as another indicator of school quality or 
student success (English, 2017). Virtually all states (47 + Washington, DC; Education 
Commission of the States, 2018) include measures of student achievement growth in 
their ESSA systems, a sharp departure from waiver policies (American Institutes for 
Research, 2017; English, 2017). States also include test participation in their achieve-
ment measures, most commonly by assigning a score of zero to nonparticipants on state 
tests (English, 2017). �e story for achievement measures at the high school level is 
even more variable from state to state; see Petrilli et al. (2016a, 2016b).

State goals and approaches also vary considerably with regard to graduation rate and 
other high school measures. State 4-year graduation rate goals range from a high of 100% 
(South Dakota) to a low of 84% (Nevada, Virginia), with the most common levels being 
90% or 95% (21 and 10 states, respectively; Hackmann et al., 2019). States also include a 
wide variety of “college- and career-readiness” (CCR) measures, mostly at the high school 
level, but sometimes at lower levels. �e most common of these are Advanced Place-
ment/ACT/SAT/International Baccalaureate exam scores, industry-recognized creden-
tials, Career and Technical Education (CTE) course sequence completion, advanced 
diploma completion, and other measures of course taking (for a full list, see Hackmann et 
al., 2019). In most but not all states, these measures are reported overall and separately for 
student groups. In many states, these diverse measures are aggregated into a single index 
(e.g., in Arizona, students can earn fractions of a CCR point for various accomplishments, 
with those student scores averaged across the state). In most states, the aggregated CCR 
measure is then combined with other measures to create an overall summative rating.

Another important trend is with regard to the “other academic indicator.” While 33 
states include the CCR measure as part of their other indicators (Education Commis-
sion of the States, 2018), many alternative accountability measures are also included, 
representing a continued growth in the number and variety of nontest measures that 
began under the waivers. For instance, the majority of states include chronic absentee-
ism as a measure (English, 2017), which is important because absenteeism is highly 
predictive of other long-term student outcomes (Ansari & Pianta, 2019; Liu et al., 
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2021). Other measures in this area include conditions of learning or school climate, 
some measure of the well roundedness of students’ education, and credit accumulation.

Student groups continue to play an important role in accountability systems, but per-
haps less so than under NCLB. Although ESSA requires states to continue to report stu-
dent group performance, it does not require a particular approach to the use of student 
group performance for accountability purposes. Some states under ESSA are using a 
variant on super-subgroups that began under the waivers, most o�en simply a group 
de�ned by the lowest-performing students (English, 2017). But other states combine 
low-performing student groups into a demographically de�ned student subgroup. 
 Furthermore, state minimum subgroup size rules continue to decrease under ESSA, 
with a median and modal value of 20 (Alliance for Excellent Education, 2018).

Finally, a large majority of states combine multiple measures in some way to produce 
a summative rating of some kind. �irty-six states use an A–F grade, a descriptive rating 
system (e.g., Needs Improvement, Average, Good, Great, Excellent), or a numerical index 
system (e.g., 1–10, 1–100; Education Commission of the States, 2018). �ese indices 
vary along every conceivable dimension in terms of how they aggregate and weight 
their various component measures.

While most reviews of ESSA accountability plans view those plans positively, there are 
some concerns that are commonly raised. �e most common critiques have to do with 
the treatment of student groups. While NCLB was critiqued by some for its overly harsh 
a�ention to student groups (its conjunctive approach meant that a single group failing 
a single AMO would lead to the whole school failing), ESSA may have swung the pen-
dulum far in the opposite direction. Independent reviews suggest that most state plans 
give almost no a�ention to the performance of student groups, with school ratings  being 
 determined on whole-school performance (Bellwether Education Partners, 2017). 
 Advocates for students with disabilities have expressed similar concerns, worrying that 
these students will fall through the cracks of the 33 state accountability systems that do 
not explicitly take student group performance into account in rating schools (National 
Center for Learning Disabilities, 2018). Another critique is that states’  composite indices 
may appear transparent on the surface, but actually are overly complicated in ways that 
make their results confusing to educators and the general public (Bellwether Education 
Partners, 2017). �ere are also continued concerns about high school accountability, 
which is heavily reliant on graduation rates (a status-based measure of performance) and 
lacks the growth-based approach used when student-level longitudinal test score data are 
available. It is also not fully clear in many state plans how states actually plan to intervene 
in and improve their lowest-performing schools (though the literature does not exactly 
o�er a road map for school improvement at scale).

�e overall takeaway from ESSA plans can be summarized as follows. �ese plans 
expand on some of the trends that began under the waivers. In most cases, they dra-
matically increase the types and number of measures to be used in accountability, but 
pro�ciency rates in mathematics and ELA still play a major role and may drive edu-
cators’ actions. �ey more appropriately measure student achievement status and 
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almost  universally include measures of student achievement growth as well. However, 
they take some of the pressure o� for school improvement (which is by design and a 
reaction to NCLB), substantially decreasing the number of schools that are likely to 
feel meaningful accountability pressure. �e changes to student group reporting and 
accountability requirements may reduce awareness about the average achievement and 
progress of historically underserved students when these populations are small.

�ere are two other ESSA-era trends that are worth mentioning here. �e �rst con-
cerns changes in the high school summative assessment. As of 2019, half of the states 
were including either or both the SAT and the ACT as a high school summative mea-
sure (Olson, 2019). �is change was allowed under the law’s provisions for “a nationally 
recognized college entrance exam,” and states were enthusiastic about the opportunity 
to adopt assessments that could serve multiple purposes. �ere are continued concerns 
about the alignment of the tests to state standards (e.g., National Council on Measure-
ment in Education, 2019), but the Department of Education approved the use of the 
tests for statewide summative purposes regardless.

Second, as ESSA accountability systems were being implemented, the COVID-19 
pandemic gripped America’s schools in the 2019–2020 academic year. �ere were 
important implications of the pandemic on assessment and accountability. For instance, 
the Department of Education authorized states to extend the testing window, shorten 
assessments, and give assessments remotely (U.S. Department of Education, 2021). 
�e Department of Education also allowed states to waive the 95% participation rate 
rules and to apply for waivers to the requirements for school identi�cation. �e Depart-
ment of Education has been returning to ESSA accountability rules as the pandemic 
abates.

NAEP AND A THEORY OF PUBLIC ACCOUNTABILITY

Public accountability includes policies and commitments for reporting test data with-
out predetermined stakes a�ached to results (Hu� & Poliko�, 2020). As Figure 16.1 
indicates, proponents of public accountability assert or assume that publishing test 
score data can signal worthy goals, improve commitment to those goals, spur compe-
tition toward those goals, encourage actors to learn from organizations that are suc-
cessful at achieving those goals, and align the system toward those goals. �is logically 
requires appropriate measures that communicate e�ectively to intended audiences. �e 
reasoning also requires that actors are motivated by public transparency without any 
automatic sanctions or rewards a�ached to results.

�is section reviews the rise and species of “report cards” that represent the linchpin 
of test-based public accountability. We begin with the assessment known as the Nation’s 
Report Card, NAEP (h�ps://www.nationsreportcard.gov/), which was introduced 
brie�y in the previous section. NAEP remains the foremost national and cross-state 
example of test-based public accountability. �is section continues with a discussion of 
audiences and e�ects of public reporting.
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The Rise of NAEP as a Mechanism for Public Accountability
NAEP had its origins in the federal O�ce of Education under the leadership of Francis 
Keppel in 1969. �e earliest NAEP assessments that year tested citizenship, science, 
and writing skills of 9- 13-, and 17-year-olds, debuting technical features like matrix 
sampling. Over subsequent years, new innovations were included, such as comprehen-
sive content frameworks, state comparisons, and, later, large urban district compari-
sons. In 1986, Secretary Benne� formed a study group chaired by Tennessee gover-
nor Lamar Alexander and Spencer Foundation president H. �omas James to explore 
state comparisons using NAEP (Alexander et al., 1987). �e resulting report compared 
NAEP to a weather map that only provided weather for the nation as a whole. �e 
report described state-to-state comparisons as “the single most important change rec-
ommended by the Study Group” (p. 11). �is recommendation was �ercely debated 
and ultimately included in the 1988 amendments of ESEA as a trial state assessment 
program beginning in 1990 that would be voluntary for states (Vinovskis, 2001). Later, 
NCLB required states to participate in NAEP biennially as a condition of receiving 
Title I funds.

NAEP also illustrated the value of compelling reporting metrics for public account-
ability by adopting the criterion-referenced score metric, “percent Pro�cient.” �e 1987 
Alexander–James report included a published commentary by a National Academy of 
Education review commi�ee chaired by Robert Glaser, the same scholar who coined 
the term criterion-referenced testing 24 years prior. Although the Alexander–James report 
did not mention criterion-referenced score reporting, the commentary does:

We recommend that, to the maximal extent technically feasible, NAEP use 

descriptive classifications as its principal reporting scheme in future assessments. 

For each content area NAEP should articulate clear descriptions of performance 

levels, descriptions that might be analogous to such craft rankings as novice, 

journeyman, highly competent, and expert. Descriptions of this kind would be 

extremely useful to educators, parents, legislators, and an informed public. 

(Alexander et al., 1987, p. 58)

�e subsequent 1988 legislation created the independent NAGB to oversee NAEP pol-
icy and assigned to NAGB the responsibility of “identifying appropriate achievement 
goals for each age and grade in each subject area to be tested” (PL 100-297, Part C, Sec-
tion 3403(6)A, 1988). Shortly therea�er, in 1989, President George H. W. Bush con-
vened all 50 governors in an education summit to achieve consensus on broad educa-
tional goals for the year 2000. In 1989, the National Governors Association established 
Goal 3: “American students will leave grades four, eight, and twelve having demon-
strated competency in challenging subject ma�er” (National Governors Association, 
1990). A year later, in May 1990, the newly formed NAGB voted to establish three 
achievement levels for each grade and subject, with a central level of Pro�cient includ-
ing the same descriptor: “Students reaching this level have demonstrated competency 
over challenging subject ma�er.” Although the NAGB process for se�ing performance 
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levels for “pro�ciency” faced considerable scrutiny and controversy through the 1990s, 
(Shepard et al., 1993; Vinovskis, 1998), a 2017 evaluation concluded, “�rough 25 
years of use, the NAEP achievement levels have acquired a ‘use validity’ or reasonable-
ness by virtue of familiarity” (NASEM, 2017, p. 11). �e apparent interpretability of 
the 0- to 100-scaled percent Pro�cient statistic would help it to become a central feature 
of test-based public accountability policies in the decades to come, despite its technical 
�aws (Ho, 2008; Poliko�, 2016).

Although o�cial reporting of NAEP scores includes states and participating large 
urban districts (from 6 in 2002 to 27 in 2019), NAEP data form the basis of a num-
ber of aggregate mapping e�orts that represent a form of public accountability. �e 
National Center for Education Statistics has regularly published a mapping of state 
performance standards to the NAEP scale (e.g., Bandeira de Mello et al., 2009; 
Ji et al., 2021), revealing wide variation in the rigor of pro�ciency standards across 
states under NCLB. �ese mappings show the rise and convergence of pro�ciency 
standards through the ESSA era. NAEP scores also form the basis of linking e�orts 
that a�empt to map school and district test scores to a common national scale for 
aggregate research and public engagement (Reardon et al., 2021). �ese secondary 
research e�orts extend the reach of test-based public accountability even as they lag 
years behind the time of testing.

NCLB and ESSA required states to participate in only two NAEP subjects, reading 
and mathematics. Additional NAEP subjects have included science, economics, arts, 
foreign language, civics, geography, and technology and engineering literacy, all typ-
ically reported at the national level only. NAGB interest and budgetary constraints 
have led to less frequent testing in these subjects in recent years. �is is consistent 
with a theory of public accountability: Absent required participation, competition, 
and  alignment with state goals, tests at other levels of the system will be less e�ective 
at inspiring progress.

Hu� and Poliko� (2020) distinguished between a range of variables for public 
accountability, not only test-based variables but also curriculum materials, budget, and 
salary data. �ey classi�ed NAEP as relatively inactionable compared to other vari-
ables because of NAEP’s high level of aggregation and delayed reporting schedule. In 
the remaining subsections, we review other audiences for public accountability that 
might use report cards like NAEP but at di�erent levels of aggregation and for di�erent 
 purposes.

Forms of Report Card Accountability
�ere is a long history of states implementing report card accountability, where they 
publish publicly available report cards of school performance indicators. �ese report 
cards are intended to provide information to parents and stakeholders to both inform 
parent choices and encourage external pressure for schools to improve and meet bench-
marks. �ese “public accountability” systems began to be implemented in the mid-
1990s (Hanushek & Raymond, 2005), such that by the onset of NCLB in 2002, about 
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20 states had report card–style accountability systems without a�aching consequences. 
(Of note, early research on report card–style accountability systems found they did not 
have the same positive e�ects that consequential systems did; Hanushek & Raymond, 
2005). Of course, states with consequential accountability systems might also put out 
report cards, and indeed, this became required under NCLB.

Under ESSA, all states have accountability report cards that summarize school and 
district performance and compare them to state benchmarks. State (and Washington, 
DC) report cards and dashboards vary tremendously in the ways in which they pres-
ent accountability data. Of the 51 report cards produced, 26 have some form of sum-
mative rating. Of these, 12 give schools a le�er grade, 8 a numerical score, 7 a categor-
ical label (e.g., “Commendable”), and 5 a star rating (some states give schools multiple 
summative ratings). �e Data Quality Campaign (2019) o�ers a high-level overview 
of progress on state accountability report cards each year. In their report, they high-
lighted strengths and weaknesses of report cards across the nation. Strengths include 
that the majority of state report cards are easily found through Internet searches, are 
in formats that are useful to parents (PDF and mobile friendly), and include down-
loadable data. Weaknesses include that most state report cards do not o�er transla-
tion to any language other than English, include text at too high a reading level, lack 
disaggregated data for at least one federally required student group, and lack report-
ing on important measures like college enrollment and teacher demographics and 
e�ectiveness. In addition, the Education Commission of the States (2014) o�ered 
a more detailed summary of the similarities and di�erences in report cards as of  
that time.

Another form of reporting educational data is through public-facing “dashboards,” 
which display school and district performance along multiple dimensions. California  
adopted a school dashboard, which they have modeled on dashboards from other 
jurisdictions (Darling-Hammond et al., 2014). In California’s dashboard (Poliko�  
et al., 2018), schools are given ratings for “status” and “change” on each of several dimen-
sions (including ELA and math achievement, chronic absenteeism, suspension rates, 
and English learner progress) on a �ve-point color-coding rating scheme. �ese pub-
lic-facing dashboards are intended to drive parent decisions and involvement in states’ 
(nonconsequential) public accountability system, the Local Control and Accountabil-
ity Plans, but evidence suggests that few access these data (Poliko� et al., 2018) or par-
ticipate in these processes (Marsh & Koppich, 2018).

How Parents Use Accountability Data
One of the main targets of accountability data is parents. Providing accountability data 
to parents could a�ect performance in several ways. For an individual parent, receiving 
accountability data and using it to select more e�ective schools for their child could 
result in improvements in that child’s performance. Accountability data use by par-
ents could also a�ect the broader system. Or if enough parents made school choices 
based on accountability data, they could drive systemic improvements in school  
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performance by leading to the growth of more e�ective schooling options or the closure 
of less  e�ective ones (for more on this topic, see the literature on “exit” and “voice,” for 
instance, Hirschman, 1970; for a recent critique of the theory by which public account-
ability of this form can result in educational improvement, see Hu� & Poliko�, 2020). 
And, of course, individual parents might also use their child’s state test results to press 
for educational improvement for their individual child (e.g., needed instructional sup-
ports, acceleration opportunities).

School accountability report cards themselves have not been the subject of much 
empirical study, but there are a few exceptions. A study by the Institute of Education 
Science’s National Center for Education Evaluation and Regional Assistance (2019) 
tested the impact of �ve di�erent features (e.g., the balance of numbers and graphs, 
the ordering of schools by distance or performance, and whether district averages were 
included) on school report cards on parents’ knowledge, satisfaction, and school choices 
in an experimental simulation study. �ey found evidence that these features ma�er 
(though to a fairly modest extent), with each feature ma�ering in di�erent ways. For 
instance, they found that presenting accountability results as numbers only increased 
parents’ ability to accurately answer factual questions about school performance indi-
cated on the report card, but presenting numbers and graphs increased parent satisfac-
tion. �ey also found that including parent satisfaction in accountability report cards 
boosted parents’ satisfaction, but slightly diminished their knowledge. Finally, they 
found that adding more information to the presented results boosted parents’ satis-
faction but may have led them to select fewer e�ective schools. �e Education Com-
mission of the States (2014) also analyzed parents’ preferences with regard to school 
report cards and accountability data, �nding that ease of interpretation, thoroughness 
of data (including nontest measures), and ability to compare schools were especially 
important in  parents’ evaluations of report card quality. Finally, Jacobsen and colleagues 
(2014) tested  certain features of accountability report cards more formally, �nding that 
the form by which results are reported (e.g., A–F, pro�ciency rate) substantially a�ects 
voters’ satisfaction with high- and low-performing schools (for instance, le�er grades 
widened the perceived quality gap between high- and low-performing schools as com-
pared to pro�ciency rates).

�ere is also more general literature on how parents evaluate schools. �is litera-
ture is not necessarily about accountability reporting per se, but their results speak 
to the kinds of measures that might be valued by parents on accountability report 
cards. Haderlein (2022) divided these literatures into stated preferences and revealed 
preferences. Stated preferences research relies on parent self-reports about the factors 
they think are most important in evaluating schools. Revealed preferences research 
estimates parent preferences without explicitly asking them (i.e., by analyzing their 
behaviors).

Survey studies of parents suggest that they value academic quality measures the most 
when evaluating schools. �e particular academic quality variables range by study, 
but include teacher quality (Schneider et al., 1998), curriculum quality (Van Dunk  
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et al., 1998), and academic outcomes such as test scores (Armor & Peiser, 1998). Some 
 studies suggest that there are heterogeneous preferences for these factors (with low-in-
come and less-educated parents expressing even stronger emphasis on academic mea-
sures; Schneider et al., 1998). �ere is also some evidence that school demographics 
may play a role in parents’ decisions, especially for White parents (Holme, 2002; Roda 
& Wells, 2013).

Revealed preferences research generally relies on housing data, school choice pref-
erence data, or experimental data (Haderlein, 2022). Housing studies con�rm that 
parents are willing to pay more for access to schools that have higher average aca-
demic achievement (Bayer et al., 2007; Black, 1999; Figlio & Lucas, 2004). Further, 
Figlio and Lucas (2004) found that accountability report card results a�ect housing 
values, with parents willing to spend more money to live on the boundary of an “A” 
school versus a “B” school. In the school choice context, studies using parent choice 
data reveal that parents value a variety of factors, including average student achieve-
ment, growth in student achievement, proximity to home, racial demographics (pre-
ferring schools with demographics closer to their own), and other nonacademic 
factors like extracurricular activities (Glazerman & Do�er, 2017; Harris & Larsen, 
2017; Hastings et al., 2009). Recent evidence suggests that parents’ perceptions of 
school e�ectiveness may actually be proxied by their perception of students’ peer 
quality (Abdulkadiroglu et al., 2017). Finally, experimental survey studies show 
that parents value demographics when making school decisions, but that academic 
achievement levels and growth are the two most important factors (Billingham & 
Hunt, 2016; Haderlein, 2022). A recent and innovative study by Haderlein (2022) 
tested parents’ choices in three ways, �nding that the ways they evaluate school qual-
ity do not always line up with how they make choices among schools. In particular, 
parents value academic achievement growth the most when choosing among schools 
even though the factors contribute equally to their rating of school quality. Nontest 
measures also ma�er in parents’ decisions, though more so in their rating of schools 
than in their selection of schools.

Taken together, the existing literature clearly demonstrates that school accountability 
data are important for a�ecting parents’ evaluations of school quality. Parents clearly 
seem to value student performance data, including both achievement status and growth. 
�ey also seem to value nontest measures to the extent they are available, especially 
information on teacher quality and instructional programs. In addition, parents seem 
to respond to student demographics by choosing schools that are more racially similar 
to their own race/ethnicity. While there is a very small literature on the ways in which 
accountability data are presented and the impacts of that presentation on preferences 
and decisions, that literature does suggest that key features of data presentation ma�er 
for parents’ judgments, perhaps especially at the tails of the performance distribution. 
Unfortunately, research also suggests that more advantaged parents are more likely to 
access and use accountability data, implying that more needs to be done if the data are 
to be useful to diverse audiences.
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How Teachers Use Accountability Data
Accountability data could also be used by teachers to improve instructional quality and, 
through it, student performance. For example, receiving data on student performance 
could help teachers identify gaps in performance that need to be addressed (e.g., topics 
or skills where students are performing poorly or well). �ese data could also be used to 
group students (heterogeneously or homogeneously) or to target interventions. �ere 
is a growing body of literature on “data-driven decision-making”—the ways that educa-
tors use data for instructional improvement (see Marsh et al., 2006, for an early review 
or Marsh & Farrell, 2015, for a more recent summary). �is section does not review this 
entire body of literature, but rather summarizes some of the key �ndings as they pertain 
to the role of state accountability performance data in teachers’ decision-making.

�ere is broad agreement that state-level achievement data o�en arrive too late to 
be instructionally useful (see Marsh et al., 2006). �is has led to a proliferation of dis-
trict-level assessment systems that are intended to provide more actionable evidence 
about student performance on a timeline that is more usable by educators; these are 
very widely adopted now, especially in urban districts (Burch, 2010). Indeed, the cre-
ators of summative state tests have recognized the importance of (and market for) 
aligned interim assessments. �is has led to, for example, the Smarter Balanced Assess-
ment Consortium creating and o�ering interim assessments that are more seamlessly 
integrated with summative state tests.

More generally, researchers have identi�ed the key factors driving the use of educa-
tional data by educators. As just mentioned, one dimension is timeliness—if the data 
do not arrive su�ciently quickly, they cannot inform instructional decisions. Other key 
dimensions include the following (Marsh et al., 2006):

• accessibility of data, including technological capacity;
• quality of data, including both the reality and the perception of data quality  

(i.e., whether results accurately re�ect performance);
• motivation to use data, including both internal and external forms of motivation;
• educator capacity to understand and use data, including the degree to which 

educators have been su�ciently supported on data use;
• educators’ other beliefs and values, including their beliefs about the abilities of 

their students (Bertrand & Marsh, 2015);
• organizational culture and leadership, including school norms, presence of col-

laborative opportunities, and leadership modeling e�ective data use;
• organizational barriers, including pressures from the curriculum and adequate 

time to interpret and use data; and
• local and state context, including the history of data use and accountability.

State summative accountability results may be less useful for educators than more 
locally developed performance data because of their timeliness and their perceived dis-
tance from instruction.

�e use of performance and accountability data by teachers can also have unintended 
consequences (these are discussed below in the section on accountability e�ects). 
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Whether in the context of state summative assessment data or interim/benchmark data, 
the results of these assessments can sometimes be used to “game”  accountability  systems 
by targeting students who are close to accountability thresholds. �ese  so-called bub-
ble kids are the ones whose performance is most likely to drive accountability  ratings, 
so it is a rational (if potentially pernicious) response for educators to a�end to them. 
�ere is some evidence that these responses are widespread (Booher-Jennings, 2005; 
Marsh et al., 2006), though the actual impact on student performance of these kinds 
of approaches is unclear. We discuss other unintended instructional responses in the 
section “�e Impact of Accountability Policies”.

How Researchers and Policy Makers Use Assessment Data 
From Accountability Systems
Assessment data from state accountability systems o�er comparable performance met-
rics across school systems and over time. �is comparability enables researchers to link 
relative improvements in test scores to resource allocations and policies. Phillips et al. 
(2018) laid out a typology of di�erent uses of assessment data for research and policy. 
One type of use is to inform service provision, including to help coordinate services 
across government agencies (e.g., schools, social work). Another type of use is to gener-
ate descriptive evidence to support continuous improvement e�orts (for example, see 
the University of Chicago Consortium on Schools research that has informed Chicago 
Public Schools’ policies and practices for several decades, e.g., Allensworth & Easton, 
2005; Roderick et al., 2014). A third type of use is to identify schools or districts that 
are performing particularly well or poorly and use them to inform improvement e�orts 
more broadly (e.g., Cannata et al., 2017). Fourth and �nally, state longitudinal data 
systems have been used to conduct large amounts of quantitative research evaluating 
speci�c policies and programs, ranging from teacher evaluation to accountability and 
curriculum reforms.

Several states have been national leaders in the creation and dissemination of 
 educational data for research, and as a result these states are overrepresented in the liter-
ature using statewide longitudinal data systems to evaluate policy. Phillips et al. (2018) 
summarized these states, which include Florida, North Carolina, Texas, and Washing-
ton. State creation and maintenance of longitudinal data systems grew sharply under 
the Obama administration, which used Race to the Top and substantial federal dollars 
to incentivize states to beef up their data systems (Howell, 2015).

Another potential use of accountability data by policy makers is for continuous 
improvement; this is a focus of policies like California’s Local Control and Accountabil-
ity Plans. Hough et al. (2018) identi�ed three key issues in the use of  educational data 
for improvement processes. First, data use for improvement is di�erent from data use 
for accountability purposes. In particular, educational data must be a part of a change- 
oriented pathway, which involves school and district leaders evaluating changes, running 
predictive analytics, and establishing priorities (Yeager et al., 2013). Second, data use 
for improvement must be embedded in an aligned  improvement  process. �is includes 
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a�ention to establishing cycles of inquiry; building norms,  culture, and mindset; and 
fostering organizational capacity (Marsh et al., 2006). �ird, the speci�c data needed 
for continuous improvement vary by user and phase of the improvement process. State 
accountability data are not nearly enough to drive improvement in this context—more 
and di�erent kinds of data are needed, and they must be provided in usable forms (�e 
Victorian Quality Council, 2008).

In general, for data to be more useful for research and policy, Phillips et al. (2018) 
suggested that several factors are important. First, data are more useful to the extent that 
they are well linked over time and across agencies (e.g., across agencies at a given age 
level and longitudinally from early childhood through higher education and beyond). 
Second, data are more useful to the extent that they are clean and straightforward to 
use. �ird, data are more useful to the extent that political barriers do not get in the way 
of their use. For instance, laws that prohibit the connection of student data with individ-
ual teacher identi�ers (as in California) will limit the ability to conduct analyses related 
to teacher policies. Fourth, data are more useful if there are not too many administra-
tive and bureaucratic requirements that limit the ability of researchers to publish their 
results (e.g., onerous data use agreements).

STUDENT AND TEACHER ACCOUNTABILITY  
IN K–12 EDUCATION

At lower levels of the system in Figure 16.1 are student and teacher accountability sys-
tems. �ese systems contrast with school accountability policies and public account-
ability strategies by using student test scores to inform decisions with direct impact on 
individual students and teachers. �e intended direct mechanisms include matching 
students and teachers with curricular or professional experiences appropriate for their 
current skills (e.g., sorting students or teachers, assigning them to programs, awarding 
them credentials). �eir intended indirect mechanisms include directing student and 
teacher e�ort toward desired goals, as well as indicating who holds responsibility, man-
agement, and control over key outcomes (Airasian, 1987).

The Main Types of Student Accountability Policies
Broadly, there are two main types of high-stakes student accountability assessments in 
use across the United States in the early 21st century: high school exit exams (HSEEs), 
which are sometimes delivered as comprehensive exams covering multiple subjects and 
sometimes delivered as end-of course (EOC) exams, and grade promotion exams.

High School Exit Exams

HSEEs are a policy by which students must pass one or more standardized tests to 
receive a high school diploma. Exit exams have evolved over time from the minimum 
competency testing (MCT) movement of the 1970s (Chudowsky et al., 2002). Like 
those tests, cut scores were set at a low level of di�culty and were more o�en used 
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to identify and remediate low-performing students (Dee, 2003; Jacob, 2001). As the 
 standards movement grew in the 1990s and into the 2000s, more states began imple-
menting HSEEs, and those with MCTs began increasing the rigor of these assessments. 
By the resurgence of the movement around 2010, the majority of states had imple-
mented high-stakes HSEEs (Center on Education Policy, 2012). �ese exams were 
especially common in states serving larger proportions of non-White students—in 
2011–2012, for instance, 85% of Hispanic students a�ended school in states requiring 
HSEEs, as compared to 69% of students overall. Since that time, the number of states 
requiring an exam to graduate has declined—at last count for 2018–2019, just 13 states 
still had a traditional exit exam in place (Gewertz, 2020).

Even as cut scores have risen above historical levels, they remain at relatively low lev-
els of di�culty, o�en representing middle school or early high school content (Achieve, 
2004). Furthermore, the vast majority of exit exam policies have come with numerous 
escape valves or alternative methods to pass the assessments. All states that had exit 
exams o�ered students the opportunity to retake the exams if they failed, with states 
allowing anywhere from 2 to 12 retakes (Center on Education Policy, 2009, 2012). 
More than 80% of states also o�ered alternative pathways to meet the standards—for 
instance, many states allowed test scores from other tests such as SAT or ACT to count, 
permi�ed students to use portfolios or projects to substitute for test scores, or o�ered 
waivers or appeals for students who met other requirements. Finally, nearly all states 
speci�cally o�ered alternative pathways for students with disabilities (Center on Edu-
cation Policy, 2009, 2012). Given these alternative pathways, the actual impact of the 
test itself on students’ graduation may have been moderated somewhat (Harris et al., 
2020).

Beginning late in the NCLB era and continuing to the present, states began to 
move toward EOC exams to replace more traditional exit exams, recognizing that stu-
dent pathways are increasingly di�erentiated in high school. EOC exams di�er from 
 traditional exit exams (which are sometimes referred to as “comprehensive” exit exams) 
in two key ways (Center on Education Policy, 2008; see also Domaleski, 2011, for a 
comprehensive discussion of EOC exams). First, EOC exams are intended to assess 
student mastery over speci�c course content, as opposed to providing a more general 
assessment of student knowledge across subjects. Second, EOC exams are given to stu-
dents when they complete particular courses, rather than at a �xed point (i.e., most exit 
exams are given starting in 10th grade).

An analysis by Tyner and Larsen (2019) documented the rise of EOC exams across 
the United States. In 1996, just 2 states had EOC exams. Over the next 12 years, the 
count rose an average of 1 state per year to 14 states by 2008. �e next 9 years saw more 
rapid spread, with 30 states having adopted one or more EOC exam by 2017. Since 
then, the count has ticked down to 26 states (not counting any COVID-related pauses). 
Importantly, EOC exams are widely used for both student and school accountability, 
and their school accountability uses (i.e., as part of high school accountability metrics) 
outnumber their student accountability uses.
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Early advocates for EOC exams tended to emphasize that they were more appropriate 
than HSEEs as tools for accountability because they were be�er aligned with the high 
school curriculum (Center on Education Policy, 2008). Furthermore, they o�ered the 
opportunity to provide feedback to teachers and students about student performance 
to drive targeted supports and remediation activities to students. Indeed, in some states 
EOC exam scores are factored into students’ course grades instead of or in addition 
to students being required to pass the exam to receive credit (Domaleski, 2011). Still, 
these exams are broadly based on the same theory of action that more traditional com-
prehensive exit exams are based on.

Early evaluations of HSEEs describe the motivations behind the policies (Chudowsky 
et al., 2002). One overriding motivation is to provide some assurance that the high 
school diploma “means something”—that it signi�es that the diploma recipient has 
indeed demonstrated su�cient a�ainment of some body of knowledge and skills 
needed to succeed beyond high school. By establishing clear expectations and ensuring 
that students must meet those expectations to receive the diploma, the HSEE should 
ensure at least a minimum standard has been obtained. If the standard is su�ciently 
rigorous, another motivation for HSEEs is that they could boost the rigor or quality of 
the education students are provided (i.e., se�ing a baseline beneath which high school 
teaching and learning will not fall). �ird, HSEEs are seen as motivating individual stu-
dents to work harder, and indeed there is evidence that high school students in the 
United States have not felt su�ciently challenged (Boser & Rosenthal, 2012). Fourth, 
HSEEs that are well aligned to state standards can provide additional weight behind 
standards-based reform policy, driving high schools to be�er align instruction to stan-
dards. Fi�h, these exams could have formative uses if their results are used to identify 
students falling below the target and provide them support or remediation to succeed. 
And last, HSEEs are seen as possibly strengthening college applicant pools or providing 
a new source of assessment data that is be�er aligned with the high school  curriculum 
than are the SAT and ACT. Advocates also note that many competitor countries in 
Europe and Asia have high-stakes student-level exit exams.

Grade Promotion Exams

A second main type of assessment for student accountability is the grade promotion 
exam. Grade promotion exams are used by states and districts to hold individual stu-
dents accountable for meeting performance thresholds to be promoted to the next 
grade. �e most common type of grade promotion exam is the third-grade reading 
exam, which was used by 17 states and the District of Columbia as of the 2018–2019 
school year (National Conference of State Legislatures, 2019). �ird-grade reading is 
seen as  especially consequential for students’ future success, with evidence that the 
large majority of students who eventually drop out were struggling readers by the time 
they were in third grade (D. J. Hernandez, 2012). Eight other states allowed the use 
of state tests for third-grade retention purposes but did not require it. And there are a 
number of large urban districts that now use or have in the past used third-grade reading 
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assessments for this purpose (e.g., Chicago, New York). Importantly, there are very few 
states or localities that do not o�er numerous exemptions to the test-based promotion 
rules. �ese so-called good-cause exemptions include students with limited English 
pro�ciency (typically 3 or fewer years in an English language acquisition program); 
special education students; participating in an intervention; parent, principal or teacher 
recommendations; previous retention; demonstrating pro�ciency through a portfolio 
(student work demonstrating mastery of academic standards in reading); or passing 
an approved alternative reading assessment. While well intentioned and aligned with 
best practices in test use, recent research found that these exemptions are inequitably 
applied, with children of more educated mothers substantially more likely to obtain 
exemptions (LiCalsi et al., 2019).

�ere are also some test-based promotion policies at other grade levels, though it is 
harder to get an accurate count on the prevalence of these kinds of policies. For instance, 
Chicago’s test-based promotion policy that began in the 1990s included promotion 
tests in third, sixth, and eighth grades ( Jacob & Lefgren, 2009; Roderick & Nagaoka, 
2005), and New York City’s included Grades 3 through 8 (Mariano & Martorell, 2013).

�e theory of action behind grade promotion exams is typically twofold. First, 
grade promotion exams are generally tied to speci�c remediation and intervention 
programs, such as summer school, assignment to a high-quality teacher, or extended 
reading instruction (Ozek, 2015; Winters & Greene, 2012). �rough this path, the 
exam identi�es students who need additional support, and the policy responds by pro-
viding that support. If the support is e�ective, student abilities and skills will increase, 
producing long-lasting e�ects. Second, like exit exams, promotion exams are thought 
to have motivational e�ects on students. Indeed, a common complaint from teachers 
about most state tests under standards-based accountability is that students do not have 
much incentive to try hard because there are few consequences for individual students; 
promotion exams address this concern and may also cause students to work harder in 
their learning. We discuss the literature on the impact of these student accountability 
systems in the section “�e Impact of Accountability Policies”.

TEACHER ACCOUNTABILITY POLICY SYSTEMS

A relatively recent target of test-based accountability is individual teachers. �e Obama 
administration’s Race to the Top and ESEA �exibility waiver initiatives dramatically 
changed the way that teachers around the nation were evaluated. �ese changes were in 
response to two streams of research. First, a variety of studies provided compelling evi-
dence that teachers have large e�ects on students’ achievement (e.g., Rivkin et al., 2005; 
Rocko�, 2004). Subsequent research has deepened this literature and also extended it 
to teacher impacts on nontest measures (e.g., Blazar & Kra�, 2017; Che�y et al., 2014a; 
Jackson, 2018). Second, academic research (Almy, 2011; Donaldson, 2009; Sartain 
et al., 2011; Sinnema & Robinson, 2007; Stronge & Tucker, 2003; Toch & Rothman, 
2008; Tucker, 1997) and one high-pro�le report (Weisberg et al., 2009) suggested that 
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teacher evaluation systems largely failed to di�erentiate teachers or to provide useful 
feedback to improve their teaching.

As a result of Race to the Top and the waivers, states substantially redesigned their 
teacher evaluation systems. �e main features of these revised teacher evaluation plans 
included (a) the use of multiple measures of performance to evaluate teachers, (b) the 
inclusion of student outcomes (measured most o�en by state test scores or student 
learning objectives) in evaluation, (c) the use of three or more levels of ratings (i.e., 
not just “Pass/Fail”), and (d) the a�achment of consequences to results of evaluations 
(Steinberg & Donaldson, 2016).

In terms of the component measures of new teacher evaluation systems, by far the 
most common measure—appearing in every state and district plan analyzed in a 2016 
survey of 50 states and 25 large districts—was classroom observations (Steinberg & 
Donaldson, 2016). Observation-based ratings of e�ectiveness also comprised the larg-
est portion of teachers’ overall evaluation scores, on average representing a bit more 
than half of the total rating. About one ��h of states and half of large districts also 
included a separate, but very lightly weighted (about 2%–5%, on average) measure of 
teachers’ professional conduct. Measures of student learning were also an essential part 
of teacher evaluation systems postwaiver/Race to the Top (R�T). Test-based mea-
sures—value-added models or student growth percentiles, which we discuss later—
were part of 80% of states’ and large districts’ evaluation systems. In other states and dis-
tricts, or in nontested grades, the most common measure of student performance was 
student learning objectives. Finally, some districts and states included other measures 
in teacher evaluation systems. For instance, 26%–30% of states and districts  included 
 schoolwide achievement data in individual teachers’ evaluations, and about one in six 
states and districts included results from student surveys.

�ere were a number of important technical challenges in the design and imple-
mentation of these systems. One of the major challenges was in including measures 
of  student learning that could be applied to all teachers. �e large majority of teachers 
do not teach in subjects and grades for which student growth models can be calculated 
from state tests (i.e., all teachers below Grade 4 and above Grade 8, teachers of any 
subject other than mathematics or ELA). For these teachers, alternative measures of 
student learning could sometimes be computed. But these could sometimes result in 
seemingly nonsensical and indefensible measures being used, such as the art teacher 
who is evaluated in part by the growth in students’ mathematics achievement ( Jacobs, 
2015). Another common approach for these teachers was individualized “student 
learning objectives,” which were widely used but lacked standardization and adherence 
to  psychometric standards (Buckley, 2015). �ey also ultimately do not seem to have 
resulted in meaningful instructional improvement (e.g., Lachlan-Haché, 2015).

Research has begun to shed light on the implementation and e�ects of these teacher 
evaluation policies. First, just as before these systems were implemented, very few 
teachers seem to be rated as needing improvement—a study of 24 state evaluation sys-
tems found fewer than 5% of teachers rated as needing improvement (Kra� &  Gilmour, 
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2017). Second, the low percentage of teachers rated as needing improvement does not 
comport with district leaders’ subjective ratings of teacher performance (i.e., when 
asked directly, leaders rate far more than 5% of teachers as Below Pro�cient; Kra� & 
Gilmour, 2017). �ird, teachers’ overall ratings in evaluation systems are highly sen-
sitive to these systems’ design decisions (Steinberg & Kra�, 2017). For instance, the 
greater the weight on student achievement and other norm-based measures of perfor-
mance, the larger the proportion of teachers deemed Not Pro�cient. Finally, where there 
is a large literature on achievement-based measures of teacher performance, researchers 
have argued that relatively less is known about the properties of nontest measures of 
performance, such as teacher observations ( J. Cohen & Goldhaber, 2016).

What we do know about nontest measures suggests that they may have many of the 
same challenges as test-based measures. For instance, there is evidence that the a�ach-
ment of stakes to evaluation scores can change the distribution of those scores (Liu et 
al., 2019) and that there are racial gaps in teacher e�ectiveness ratings that are driven 
by school-level demographic di�erences (Steinberg & Sartain, 2021). Teacher obser-
vation scores can have substantial measurement error unless they are averaged over 
multiple lessons and raters (Ho & Kane, 2013). However, �ndings from randomized 
studies also suggest that observation scores can be unbiased estimates of instructional 
quality (Bacher-Hicks et al., 2017). Summarizing the impact of the Obama-era push for 
teacher evaluation reform, a recent national study found precisely zero e�ect on student 
achievement nationwide (Bleiberg et al., 2024).

THE IMPACT OF ACCOUNTABILITY POLICIES

What have been the e�ects of accountability on key teacher and student outcomes? 
�is section reviews the available literature on these impacts, focusing on the e�ects on 
(a) student achievement as measured by standardized tests; (b) longer term outcomes, 
including graduation, college, and outcomes beyond college; (c) teacher outcomes, 
including their instruction; and (d) unintended consequences. �is section draws on 
several recent reviews of accountability and its e�ects (Figlio & Loeb, 2011; National 
Research Council, 2011; Poliko� & Korn, 2020). First, we discuss the evidence focused 
on school accountability systems and then teacher and student accountability.

Effects of School Accountability on Student Achievement
�ere are several main methods that have been used to estimate the impact of school 
accountability policies on student achievement on state tests. �e most prominent 
studies have used state-level data to compare changes in achievement levels and trends 
between states that implement new accountability systems and those that already had 
existing systems in place (using di�erence-in-di�erences or comparative interrupted 
time series methodologies). Investigating the impact of NCLB on student achieve-
ment, two studies (i.e., Dee & Jacob, 2011; Wong et al., 2015) used analyses of this type 
on data from NAEP. Both studies found evidence of positive to null e�ects, depending 



1144 EDUCATIONAL MEASUREMENT

on grade and subject. Dee and Jacob found achievement impacts of around a quarter 
of a standard deviation in elementary mathematics. Wong and colleagues found sim-
ilar impacts in elementary mathematics, as well as statistically signi�cant impacts in 
middle school mathematics and marginally signi�cant impacts in elementary reading. 
Interestingly, these positive e�ects come despite the fact that NCLB’s consequences 
were largely ine�ective—supplemental education services saw low participation and 
ine�ective program design (Heinrich et al., 2010), and vanishingly small numbers of 
students participated in public school choice, o�en because there were no options avail-
able (Lauen, 2008). Earlier studies similarly leverage variation among states in either 
the timing or the strength of accountability in a�empts to isolate a causal e�ect; these 
studies generally �nd positive achievement e�ects of similar magnitude (e.g., Carnoy & 
Loeb, 2002; Hanushek & Raymond, 2005).

Another common approach to estimate the impact of accountability is to leverage 
within-state variation in state or district policies. Figlio and Loeb (2011) grouped these 
studies into three categories: (a) studies that look within states or districts over time 
(e.g., Jacob, 2005; Klein et al., 2000); (b) studies that compare districts that implement 
accountability policies to those that do not (e.g., Ladd, 1999; S. S. Smith & Mickelson, 
2000); and (c) studies that examine the di�erential responses of schools subject to and 
not subject to accountability pressure using regression discontinuity design (e.g., Rock-
o� & Turner, 2010). �ey concluded that there is evidence of a positive relationship 
between school accountability and student achievement, but that this relationship is 
not universal and varies in magnitude.

�e designs of most state accountability systems are well suited to the use of regres-
sion discontinuity designs, with schools just above and below the threshold functionally 
similar except for their accountability classi�cation. Studies in North Carolina (Ahn & 
Vigdor, 2014), Wisconsin (Chakrabarti, 2014), and Kentucky (Bonilla & Dee, 2020) 
found positive e�ects of accountability on student achievement. In contrast, Dee and 
Dizon-Ross (2017) found null e�ects in Louisiana, Hemelt and Jacob (2020)  found 
 essentially null e�ects in Michigan, and Atchison (2020) found null to negative e�ects 
in New York State. A study of New York City school grades by Winters and Cowen 
(2012) also used regression discontinuity (RD) designs at the C/D and D/F thresh-
olds. �at study found heterogeneous e�ects, with positive impacts at the D/F margin 
but negative impacts at the C/D margin.

Studies have also investigated the heterogeneous e�ects of accountability policies on 
di�erent types of students, o�en with a focus on the impact of accountability on stu-
dent achievement gaps. �is is an important area of research, because NCLB and other 
accountability policies generally aim to close racial and socioeconomic achievement 
gaps. One study of achievement gaps in North Carolina found that NCLB accountabil-
ity narrowed the Black–White test score gap by around 4%–10% of the baseline gap in 
both mathematics and reading (Gaddis & Lauen, 2014). Other studies also provided 
evidence of achievement gap e�ects by showing that accountability a�ected subgroup 
achievement di�erently, again generally leading to a modest narrowing of gaps (e.g., Dee 
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& Jacob, 2011; Figlio et al., 2009; Lauen & Gaddis, 2012). Pre-NCLB  accountability 
studies found mixed e�ects, with Hanushek and Raymond (2005) �nding a narrowing 
of the White–Hispanic gap and Harris and Herrington (2004) �nding no impact of 
accountability on performance gaps.

None of the above-cited studies is generalizable unconditionally, but the results taken 
together demonstrate that school accountability policies o�en have a positive impact 
on average student achievement. �ese e�ects may be concentrated in mathematics 
and in the early grades. And the e�ects on achievement gaps are modest, at best. �e 
impacts of accountability appear not to be uniform, however, because there is evidence 
that these e�ects are stronger for the lowest-performing schools (Figlio & Rouse, 2006; 
Jacob, 2005), in states with higher pro�ciency standards (Wong et al., 2015), and in 
states with greater degrees of local autonomy (Loeb & Strunk, 2007).

Our conclusion about the impact of accountability aligns with that of Figlio and Loeb 
(2011), who said, “Taken as a whole, the body of research on implemented programs 
suggests that school accountability improves average student performance in a�ected 
schools, at least in general” (p. 410). And our conclusion is more positive than that of 
the National Research Council (2011), which noted,

Test-based incentive programs . . . have not increased student achievement 

enough to bring the United States close to the levels of the highest achieving 

countries. When evaluated using relevant low-stakes tests . . . the overall effects 

on achievement tend to be small and are effectively zero for a number of pro-

grams. Even when evaluated using the tests attached to the incentives, a number 

of programs show only small effects. (p. 4)

�e di�erences between our conclusion and that of the National Research Council may 
have to do with at least two factors. First, the literature on this topic has grown dramat-
ically in recent years, with many of the positive e�ects coming in more recent studies 
using more advanced methods. And second, the di�erence hinges on the de�nition 
of “small” as pertains to the magnitude of accountability e�ects. We agree with Kra� 
(2020) that e�ects of even just .2 standard deviations in performance are not small, 
even though they pale in comparison to the magnitude of performance gaps and are 
clearly insu�cient to narrow gaps with higher performing nations. �is is especially the 
case insofar as the e�ects were cumulative across grades and years—the resulting long-
term impacts could indeed be quite large.

Despite the positive evidence overall, there appears to be very modest evidence of 
any signi�cant gap-closing e�ects of accountability systems. �is is notable insofar as 
student group accountability is intended to drive educators to work to narrow these 
gaps—that portion of the theory of change clearly appears to be failing. Furthermore, 
concerns about accountability policies are o�en driven by equity issues—that stan-
dards-based accountability undermines possibilities for culturally relevant pedagogy 
(Royal & Gibson, 2017), leads to proceduralized instruction in classrooms serving 
historically marginalized youth (Poliko� & Struthers, 2013), and overall undermines 
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educational opportunity (Rebell, 2008). At the very least, it is by now clear that 
 performance gaps will need to be closed with other policy levers rather than through 
test-based accountability.

Effects of School Accountability on Longer Term Student 
Outcomes
Much less is known about the long-term e�ects of accountability or the e�ects on out-
comes besides student academic achievement. In large part, this is due to data limita-
tions that may be addressed as new state longitudinal data systems mature. �ere are 
two exceptions to this pa�ern. A study using longitudinal graduation rate data from 
before and a�er the NCLB era found that the introduction of accountability systems 
coincided with a signi�cant bump in high school graduation rates equal to about one 
��h of the descriptive increase over that time (Princio�a, 2019). A second study, by 
Deming et al. (2016), explored the e�ect of Texas high school accountability policies 
during the 1990s on college a�ainment and future earnings. �ey found that schools on 
the threshold of a Low Performing label increased student achievement on high-stakes 
exams, which led to higher rates of college enrollment and completion and higher 
salaries at age 25. In contrast, they found a negative e�ect of accountability in higher 
performing schools, which they a�ributed to the reclassi�cation of low-performing 
students into categories exempt from taking state tests (e.g., special education). �ere 
is a great need for further research on the impact of accountability on longer term  
outcomes.

Effects of School Accountability on Instruction 
and Teacher Outcomes
�e theory by which accountability policies boost student achievement operates 
through these policies’ e�ects on teacher behaviors. �e e�ect of accountability on 
teacher practice and other teacher outcomes is even more di�cult to estimate. �is is 
primarily because there is a lack of high-quality measures of teachers’ instruction at 
the kind of scale needed to conduct causal analyses. However, there are many correla-
tional and descriptive studies that explore teachers’ instructional responses to school 
 accountability, especially focusing on teachers’ instructional alignment to standards. 
�e results of this work generally suggest modest instructional change in the direction 
of the standards, as called for by the theory underlying standards-based accountability.

A large number of self-report studies using surveys or interviews indicated that 
teachers believe they practice aligned instruction and are making e�orts to increase 
the alignment of their instruction with standards and assessments (see, for instance, 
Hamilton, 2012; Pedulla et al., 2003). However, when teachers’ practice is assessed by 
external means, such as through observation, it o�en appears less aligned to the intent 
of standards than teachers think (see, for instance, D. K. Cohen, 1990; H. C. Hill, 2001; 
McDonnell, 2004; Spillane, 2004). Still, there is evidence that the quality of instruction 
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and school goals for student performance have improved over the early years of the 
accountability era (Hunter, 2019; Lee & Lee, 2020).

A di�erent approach to studying alignment involves surveying teachers about the 
content of their instruction and then using alignment methods (discussed in more 
detail in the section “Methods of Measuring Alignment”) to compare these survey 
responses to content analyses of standards and assessments (see Poliko�, 2012a; Por-
ter, 2002). �ese approaches make it less likely that social desirability and other self-re-
port issues could bias the results. Several studies that use these techniques �nd that: (a) 
the alignment of instruction to standards is low, much lower than reported on other 
kinds of surveys; (b) instructional alignment generally increases over time, especially 
in mathematics; and (c) some state policy features and characteristics of teachers pre-
dict stronger instructional alignment (Poliko�, 2012a, 2012b, 2013). Still, the �ndings 
taken together indicate signi�cant gaps in the extent to which teachers are implement-
ing standards in the classroom, even decades into the standards era and with consider-
able accountability pressure.

�ere is also some evidence that accountability a�ects various dimensions of teach-
ers’ working conditions, though these e�ects seem modest and mixed in direction. Two 
studies of NCLB, for instance, found contrasting e�ects. Grissom et al. (2014) found 
that the law had no impact on teachers’ hours worked, job satisfaction, or commitment 
to teaching; had small negative e�ects on teachers’ perceptions of cooperation; and had 
small positive e�ects on teachers’ perceptions of classroom control and administrator 
support. Dee et al. (2013) found that the law increased teachers’ salaries and teach-
er-reported student engagement. Two other studies have found that accountability 
decreased teachers’ job security (Reback et al., 2014), increased the frequency of invol-
untary school transfers, and decreased the frequency of involuntary a�rition (Sun et al., 
2017). And a more recent study on just the impact of grade-level accountability testing 
requirements found no impact on teacher a�rition (Fuchsman et al., 2020). In sum, the 
e�ect of accountability on teacher working conditions appears mixed and modest.

Unintended Consequences of School Accountability
As indicated in Figure 16.1, there are also a number of well-documented unintended 
consequences of accountability policies, which arise when teachers and schools 
 strategically seek to maximize their scores and avoid accountability consequences. One 
type of  gaming behavior is through the reallocation of instructional time. For example, 
schools have been shown to allocate instructional time away from nontested subjects 
and toward tested ones (Dee et al., 2013; Judson, 2013). Another variant on this is the 
allocation of instructional time to speci�c test-taking strategies (for instance, using class 
time to take practice tests, teach strategies for completing speci�c types of test items, 
or narrowly focus on content that is expected to be assessed; Jennings & Bearak, 2014; 
Jennings & Sohn, 2014). �ere is ample evidence that these behaviors have taken place 
under recent accountability regimes. �us, positive e�ects that are measured on state 
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tests should generally be cross-validated with lower stakes exams like NAEP (Koretz, 
2008).

Another type of strategic manipulation is when educators narrowly target resources 
and instructional e�orts on the students who ma�er the most for accountability ratings. 
Under NCLB, for example, school performance was determined by the percentage of 
students scoring above a pro�ciency cut point on the state test. �is creates incentives 
to target e�orts on students just below the pro�ciency cut point (o�en referred to as 
bubble kids), since improving those students’ scores would be more likely to boost a 
school’s performance rating. �ere is some evidence that teachers diverted a�ention to 
bubble kids (Booher-Jennings, 2005; Jennings & Sohn, 2014), including evidence that 
positive e�ects of accountability were concentrated on students close to the pro�ciency 
cut score (Neal & Schanzenbach, 2010). However, other studies have not replicated the 
bubble kids �nding using achievement data (e.g., Cronin et al., 2005).

�e most damaging and pernicious unintended consequence of accountability pol-
icies is perhaps their e�ect on teacher cheating, which can be enabled or even encour-
aged by school and district leaders. High-pro�le cheating scandals have emerged in 
some places, and these scandals have o�en been blamed on the intense pressure associ-
ated with accountability policies. For example, an Atlanta cheating scandal ended in 11 
teachers being convicted on racketeering charges (Blinder, 2015). A study in Chicago 
used unusual test score pa�erns and identi�ed that approximately 5% of teachers had 
likely cheated on the state exams ( Jacob & Levi�, 2003). Cheating-type behaviors have 
also been reported in nontest outcomes, such as graduation rates (Edwards & Mindrila, 
2019).

Effects of Student Accountability
Exit Exams

�e literature on the impact of HSEEs on student achievement, high school graduation, 
and other desired outcomes consistently indicates that these exams do not lead to the 
outcomes desired by their proponents (Holme et al., 2010). At the same time, the worst 
fears of HSEE opponents—that they would lead to large-scale reductions in opportu-
nity, especially for disadvantaged groups—appear not to have materialized given that 
graduation rates have trended upward for decades and, prepandemic, stood at all-time 
highs overall and for all racial-ethnic groups (Harris et al., 2020).

A number of studies using quasi-experimental designs have examined the impact 
of HSEEs on student achievement (Grodsky et al., 2009; Jacob, 2001; Reardon et al., 
2010), graduation/dropout rates (O. Baker & Lang, 2013; Dee & Jacob, 2006; Hemelt 
& Marco�e, 2013; Ou, 2009; Papay et al., 2010; Polson, 2018; Reardon et al., 2010), 
and labor market outcomes (Baker & Lang, 2013; Warren et al., 2008). In general, these 
studies have been focused on comprehensive exit exams rather than EOC exams. Some 
studies estimate the causal impact of just passing the exam compared to the counterfac-
tual of just failing. Other studies estimate the causal impact of a policy year that includes 
an exit exam compared to the counterfactual of a policy year that does not.
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Broadly speaking, this literature produces several clear conclusions (for a comprehen-
sive review of evidence on exit exams, see Holme et al., 2010). First, exit exams seem to 
have no e�ect on student achievement as measured by standardized tests (Grodsky et 
al., 2009; Jacob, 2001; Reardon et al., 2010). Second, exit exams do modestly decrease 
graduation rates and increase dropout rates, and these e�ects are concentrated among 
Black students and very-low-performing students and in states that have more rigorous 
exams (Baker & Lang, 2013; Hemelt & Marco�e, 2013; Jacob, 2001). And third, these 
exams have no appreciable e�ect on labor market outcomes (Baker & Lang, 2013; 
Warren et al., 2008). In response to these disappointing �ndings, there was mounting 
pushback against these exams starting in the mid-2000s. �is pushback followed many 
researchers who opposed these exams from their onset; for a discussion see, for exam-
ple, Warren & Grodsky (2009).

Promotion Exams

�ere is a large literature on the impact of test-based promotion policies on a range of 
short- and long-term outcomes for students, including student achievement in the tested 
grade (Winters, 2018); subsequent achievement and promotion (Greene & Winters, 
2007; Mariano & Martorell, 2013; Mariano et al., 2018; Schwerdt et al., 2017); a�en-
dance, graduation, and other a�ainment measures (Eren et al., 2017; Jacob & Lefgren, 
2009; Mariano et al., 2018; Schwerdt et al., 2017); and other outcomes like behavior, 
incarceration, and college enrollment (Eren et al., 2018; Ozek, 2015; Schwerdt et al., 
2017). In general, this literature uses regression discontinuity methods to provide con-
vincing causal estimates of the impact of these policies. However, there are methodolog-
ical challenges in this work, especially in terms of choosing an appropriate comparison 
group, tracking impacts longitudinally, and separating out the e�ects of the retention 
policy from other portions of the intervention, like summer school prior to the retention 
decision (see Roderick & Nagaoka, 2005, for a discussion of these and other challenges).

In terms of short-term e�ects, studies found mixed evidence that the threat of reten-
tion induced by the policy boosts student achievement, with some evidence that it 
does, especially for the lowest-performing students (Winters, 2018). Subsequent to 
the retention decision, research suggests there are positive and substantial e�ects of 
retention on achievement, but that these e�ects depend on who retained students are 
compared against (same-grade vs. same-age peers; see Mariano & Martorell, 2013, for 
a good discussion of this issue; Greene & Winters, 2007; Schwerdt et al., 2017; Winters 
& Greene, 2012). �ere are some studies showing smaller positive or null e�ects  ( Jacob 
& Lefgren, 2004; Roderick & Nagaoka, 2005) and there is also evidence that test score 
e�ects may diminish over time (Schwerdt et al., 2017; Winters & Greene, 2012). Test-
based retention policies seem to have null or perhaps modest negative e�ects on long-
term outcomes like high school completion (Eren et al., 2017; Jacob & Lefgren, 2009; 
Mariano et al., 2018; Schwerdt et al., 2017), with evidence that retention policies that 
occur later in students’ schooling may be especially harmful for the completion of the 
lowest-performing students ( Jacob & Lefgren, 2009; Mariano et al., 2018). Research 
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on other outcomes found that test-based promotion policies can lead to increases in 
adult crime and student misbehavior (Eren et al., 2017, 2018; Ozek, 2015).

In short, the literature suggests that whatever bene�ts there may be from test-based 
retention and support in the early years, the long-term impacts of these policies appear 
to be close to zero and may in some cases be negative. �ese modest �ndings are nota-
ble given the large cost of student retention and its disproportionate e�ects on histor-
ically marginalized student groups (West, 2012). Importantly, the e�ects of test-based 
retention policies undoubtedly vary as a function of the rigor of the assessment and cut 
score, the nature of the interventions and supports that are paired with test failure, and 
the extent to which there are nontest alternatives available for students.

Special Considerations for High-Stakes Student-Level 
Accountability
In their review of high-stakes testing for student placement and promotion, Heubert 
and Hauser’s National Research Council report (1999) identi�ed three criteria for fair 
test use for students: psychometric adequacy, opportunity to learn, and educational 
bene�t. �e Standards (AE� et al., 2014) also have speci�c criteria listed for these 
tests in an illustrative example:

When tests are used for promotion and graduation, the fairness of individual score 

interpretations can be enhanced by a) providing students with multiple opportu-

nities to demonstrate their capabilities through repeated testing with alternative 

forms or other construct-equivalent means; b) providing students with adequate 

notice of the skills and content to be tested, along with appropriate test prepa-

ration materials; c) providing students with curriculum and instruction that afford 

them the opportunity to learn the content and skills to be tested; d) providing 

students with equal access to disclosed test content and responses as well as any 

specific guidance for test taking (e.g., test-taking strategies); e) providing students 

with appropriate testing accommodations to address particular access needs; and 

f) in appropriate cases, taking into account multiple criteria rather than just a sin-

gle test score. (p. 186)

Unlike Heuber and Hauser (1999), the Standards (AE� et al., 2014) do not count 
educational bene�t to the marginal or average student as a criterion. As evidence contin-
ues to mount that these student-level accountability exams have no long-term positive 
e�ect for average or marginal students and are sometimes detrimental to historically 
marginalized groups (Pen�eld, 2010), the burden of proof should be considerable for 
current and new programs to argue that existing or proposed remediation strategies for 
 failing students have a positive causal e�ect over social promotion. As we reviewed in an 
earlier section, tests serve political purposes as well as educational purposes, including 
signaling worthy goals and managing and controlling systems. It would be best if these 
purposes could be served with minimal detriment to students, including by following 
the guidance from the Standards and opening up multiple pathways to demonstrating 
readiness.
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DERIVED ACCOUNTABILITY SCORES WITH A FOCUS 
ON GROWTH MODELS

As Table 16.1 indicates, the type of score creates opportunities to both achieve intended 
aims and inspire unintended negative consequences in accountability systems. �e pri-
mary NCLB reporting metric was the percentage of pro�cient students, an aggregate 
status measure that was an obviously poor proxy for school quality because of its con-
�ation with prior learning and other out-of-school opportunities to learn (Linn et al., 
2002; Ryan, 2004). Pro�ciency percentages also exhibit deeply problematic properties 
when they become the basis of score trends and gap trends, where any group with pro�-
ciency percentages near 50% is expected to manifest greater trend magnitudes because 
of the density of the distribution local to the pro�ciency cut score (Ho, 2008; Holland, 
2002). As we reviewed in previous sections, the statistic also enables gaming behav-
ior related to triaging low-scoring students who may require greater e�ort to teach to 
pro�ciency. And it results in a considerable loss of information about di�erences and 
changes in student performance at other locations of the score scale. In these ways, the 
selection and properties of the derived score for any accountability purpose deserve 
scrutiny. In this section, we illustrate this by discussing the use of growth metrics for 
accountability purposes.

A debate about “status versus growth” motivated �exibility in the form of the 
GMPP (2005). In the GMPP announcement, Secretary of Education Margaret Spell-
ings never de�ned what “growth” meant (U.S. Department of Education, 2005). �e 
announcement insisted only that models adhere to seven “bright line principles,” 
such as “Ensure that all students are pro�cient by 2014,” and that the model “must 
track student progress.” Subsequent guidelines from the peer review panel similarly 
le� latitude for growth de�nition and model speci�cation (U.S. Department of Edu-
cation, 2006).

�e guidelines at the announcement of the Race to the Top competition seemed to be 
more explicit and de�ned growth as “the change in achievement data for an  individual 

Table 16.1 An Example of a Categorical Model From  
Delaware’s 2009–2010 School Year

Year 2 Level

Year 1 Level Level 1A Level 1B Level 2A Level 2B Proficient

Level 1A 0 150 225 250 300

Level 1B 0 0 175 225 300

Level 2A 0 0 0 200 300

Level 2B 0 0 0 0 300

Pro�cient 0 0 0 0 300
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student between two or more points in time” (U.S. Department of Education, 2009, p. 
59742). However, it then continued, “A State may also include other measures that are 
rigorous and comparable across classrooms,” along with its motivations “to allow States 
the �exibility to develop data and assessment systems” (p. 59742). �is le� space for 
GMPP models to continue and e�ectively took no position on the de�nition of growth, 
a degree of �exibility that continues under ESSA.

As the �nal report of the GMPP described (Ho�er et al., 2011), states took a variety 
of approaches to operationalizing growth. Models continue to proliferate through the 
ESSA era, including renewed focus on “through-course” or “through-year” models that 
track growth from a fall test through a spring test. In this section, we review prototypi-
cal models and demonstrate that these models operationalize growth using related but 
fundamentally distinguishable approaches, and di�erently at the student level than at 
the aggregate level.

�e proliferation of growth models in a policy space constructed deliberately to 
allow for �exibility has led to confusion among terms and de�nitions. We follow the 
general framework and nomenclature provided by Castellano and Ho’s A Practitioner’s 
Guide to Growth Models (2013a). In their guide, Castellano and Ho a�empted to be 
explicit about each growth model and included its aliases and statistical foundations. 
In addition, they articulated the primary interpretations that models support in terms 
of three answerable questions: how much growth, growth to where, and what caused 
growth?

�e gain-based model is an intuitive and largely straightforward model that requires 
a vertical scale, a challenging constraint with stringent requirements reviewed in Moses 
(this volume). �e categorical model is a �exible framework that considers student 
status in a small number of categories (usually four to nine) and operationalizes growth 
in terms of transitions between categories (R. Hill et al., 2006). And conditional status 
models, including the student growth percentile model (SGP; Betebenner, 2009), 
express growth in terms of status beyond expectations given past scores. Value-added 
models are related to conditional status models and associate aggregate conditional 
status with the value that teachers and schools add to test scores.

Gain-Based Models
�e �rst and arguably most intuitive growth model is a trajectory that each student 
has over time that can be described by a slope or a gain. �e statistical foundation is 
the simple di�erence between two scores. Extensions are straightforward and can 
include estimating trajectories over more than two points in time or allowing for non-
linear trajectories, in the tradition of longitudinal data analysis (e.g., Singer & Wille�, 
2003). Although gain scores are intuitive, they become problematic in that they rely 
on vertical scaling decisions, whereby expected gains may di�er in magnitude across 
grades. Although average gains may be an accurate representation of the amount of 
learning in each grade on an absolute scale, this may be more a�ributable to the typical 
developmental trajectories of children than to schools. Straight comparisons of gains 
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on  developmental vertical scales are thus inappropriate for comparing the amount of 
growth for which teachers and schools may be responsible.

Categorical Models
�e categorical model, also known as the value table or the transition matrix model, 
divides each within-grade score scale into a smaller number of ordered categories (R. 
Hill et al., 2006). Table 16.1 shows Delaware’s value table for the 2009–2010 academic 
year (Delaware Department of Education, 2010). A student who scores in Level 1A in 
Year 1 but Level 2A in Year 2 receives a growth score of 225, as shown, and the average 
across students in the school represents the school-level score. �e model relies more 
than others on the selection of cut scores, where transitions between categories func-
tion as student growth data. Logically, the cut scores between Level 1B and Level 2A 
must have some basis for equivalence.

�e categorical model is �exible in the sense that values for particular transitions 
 between categories can be adjusted to user speci�cations. As R. Hill et al. (2006) 
demonstrated, careful selection of values for particular transitions can result in a pre-
growth-era status model, where only pro�ciency is counted, or something that seems 
more gain based, where the gain is quanti�ed as the number of levels that are gained 
or lost. �e cost of this �exibility is the loss of information that comes with categoriza-
tion, where the model cannot distinguish between the very highest and the very low-
est scores in any given category. Although this may seem inappropriate for comparing 
growth for individual students, at the aggregate level, the errors due to coarse categori-
zation are diminished, particularly as the number of categories increases. However, at 
a certain number of categories, judgments that support di�ering values become more 
di�cult to distinguish and justify, and the model becomes likely to reduce to something 
similar to a gain-based model, with a number of categories approaching the number of 
score points.

�e categorical model technically provides growth descriptions. However, the val-
ues that are selected for the categorical model may be motivated by inferences about 
whether a particular transition between categories is su�cient to warrant an “on-track” 
designation for students making that transition. To the extent that these inferences 
inform the choice and interpretation of values, the function of a categorical model is 
one of growth prediction, as well as growth description. In the case of some growth 
models, like Iowa’s model under its GMPP (Ho�er et al., 2011), this took the form of 
values like those in Table 16.1, except any nonzero value was simply a 1. �is was based 
in part on the argument that a gain in categories established students as being on track 
to Pro�cient. In this way, the categorical model can support both growth descriptions 
and growth prediction.

Conditional Status Models and the SGP Model
Betebenner (2009) introduced the SGP metric as a normative approach to describ-
ing student growth. �e SGP metric uses nonlinear quantile regression to support 
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 conditional status interpretations, where the current status of a student is referenced 
to expected percentiles given the score history of students. Although the name of the 
metric seems to indicate the percentile rank of a student’s gain score, the statistical 
foundation is regression based, where a student’s current status is considered in light of 
expectations given past scores.

Castellano and Ho (2013b) reviewed the SGP estimation procedure in detail. Fit-
ting the statistical model can be time-consuming for large data sets and uses an open-
source R library (Betebenner et al., 2023). �e SGP is calculated by �rst estimating 100 
 nonlinear quantile regression manifolds, for quantiles from .005 to .995, where the out-
come variable is the “current” score and the predictor variables are all prior-year scores. 
Castellano and Ho (2013b) demonstrated that this is practically similar to a straightfor-
ward linear regression model of current-year scores on past-year scores, where the SGP 
corollary is the percentile rank of residuals. �e school-level SGP metric used most 
o�en in practice is the median SGP, which Betebenner (2008) argued for on the basis 
of the ordinal nature of percentile ranks. Castellano and Ho (2015) showed that means 
are superior, where medians require around three times the sample size for the same 
precision.

Value-Added Models for Teachers and Schools
As the focus in the 2000s shi�ed from pro�ciency to growth, value-added models 
(VAMs) rose as a candidate approach that unabashedly a�empted to estimate the 
causal e�ect of a teacher or school on test scores, compared to a counterfactual average 
teacher or school. One set of questions concerned whether and how to estimate these 
causal e�ects, and another set of questions concerned whether and how to use them 
to hold teachers and schools accountable to student learning. High-pro�le consensus 
reports argued against (E. L. Baker et al., 2010) and for (Glazerman et al., 2010) the use 
of VAMs for evaluating teachers. �e American Statistical Association (2014) o�ered 
a more neutral set of cautions that was rebu�ed by economists (Che�y et al., 2014b). 
And the American Educational Research Association (2015) listed limitations and 
speci�ed eight technical requirements. We brie�y review some of the technical issues 
here and reserve policy models for teacher and school evaluation for the next section.

Koedel et al. (2015) reviewed the substantial evidence about VAMs that emerged 
in this period. Using experimental evidence where students are actually assigned ran-
domly to teachers, Kane and Staiger (2008) and Kane et al. (2013) estimated experi-
mental causal e�ects and showed that nonexperimental VAM estimates are statistically 
indistinguishable from experimental estimates. Bacher-Hicks et al. (2014) and Che�y 
et al. (2014a) used a quasi-experimental approach to estimate causal e�ects of  teachers 
from successive cohorts that have undergone sta�ng changes. �ey also found that 
VAM approaches recover these quasi-experimental estimates well. �e upshot is that 
nonexperimental methods are good approximations of quasi-experimental and experi-
mental results in the few studies we have. Further evidence of bias when test scores are 
high stakes would be useful.
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Koedel et al. (2015) also reviewed the substantial evidence about VAM imprecision 
and intercorrelation, where the general �nding is that VAM is positively but weakly cor-
related across subjects and years (Corcoran et al., 2011; Goldhaber et al., 2013; Lefgren 
& Sims, 2012; Lockwood et al., 2007). VAM estimates are also positively but weakly 
correlated across high-stakes versus low-stakes tests (Corcoran et al., 2011; Papay, 
2011) and positively but weakly correlated with other evaluation measures like princi-
pal, peer, and student ratings (Kane & Staiger, 2012).

Koedel et al. (2015) established sensible technical recommendations for VAMs, 
including the use of student and school covariates, free estimation of coe�cients for 
prior-year scores (instead of �xing coe�cients to 1 to �t gain-based models), and cor-
rections for measurement error (Lockwood & McCa�rey, 2014). �ey also noted that 
�xed-e�ects models (one-step estimation) are similar to averaging residuals (two-step 
estimation), with the la�er approach bene�ting from computational feasibility and sep-
arate inclusion of classroom and school covariates.

Suitability of Growth Metrics for Accountability Purposes
In test-based accountability systems, there are trade-o�s among di�erent growth mod-
els along dimensions of transparency, accuracy, and the potential for negative conse-
quences (Ho, 2014). Gain-based models will seem transparent to users for individual 
reporting but create inequities in accountability models as a result of dependencies 
between initial status and expected growth. Categorical models may seem transparent 
to designers of accountability systems but reduce precision as a result of coarsening and 
confuse point-based aggregate policy goals with score-based individual learning goals. 
For student-level reporting, SGPs may seem like a black box, whereas at the aggregate 
level there may be insu�cient control of sociodemographic variables for high-stakes 
purposes. And VAMs may be similarly imprecise and create incentives to arti�cially 
de�ate test scores from prior years. In these ways, growth models illustrate the necessity 
of a�ending to the full complexity of Figure 16.1 by specifying the level of action, score 
type, and intended purposes, while anticipating predictable unintended consequences.

EVALUATING THE ALIGNMENT OF ASSESSMENTS 
FOR ACCOUNTABILITY

We next turn to a series of important technical issues underlying test-based account-
ability policies. �ere is no measurement concept more central to standards-based 
education policy e�orts than alignment. Even the earliest versions of standards- 
based education reform in the 1990s had alignment at their core. (For instance, the text 
of the ESSA uses a form of the word “align” 72 times, demanding alignment among an 
array of policy instruments, including state content standards, state summative assess-
ments, alternate assessments, English language pro�ciency assessments, and college 
entrance requirements.) A central goal of the standards movement is to get teachers to 
align their instruction with state content standards. To accomplish this, state policies 
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are meant to align challenging assessments with those standards and to support them 
through aligned curriculum materials and professional learning  opportunities.

But what is alignment, and how has it been conceptualized and measured? �is 
section draws on recent alignment reviews (Martone & Sireci, 2009; Poliko�, 2022) 
and discusses the role of alignment in accountability policy and the state of existing 
accountability assessments in terms of their alignment to standards.

Alignment and Validity
When assessments are to be used for accountability purposes, as has been required under 
federal law for several decades, it is imperative that those assessments align with the con-
tent standards they are intended to assess (and at the performance levels required) if the 
tests are to be used to gauge schools’ contributions to student learning. �is is certainly 
true from a policy design standpoint—aligned assessments send educators the message 
that the standards are important and should be well implemented, and they are at the heart 
of standards-based reform theory (M. S. Smith & O’Day, 1991). But it is also true from a 
validity standpoint—all of the inferences about student, teacher, and school performance 
that are made on the basis of assessment results rely to some degree on the extent to which 
those assessments align with the content standards they claim alignment to.

Consider the most common type of accountability use of assessments since the 
NCLB era—the rating of school performance based on its students’ scores on state 
summative assessments. Se�ing aside policy design decisions about the construction 
of accountability metrics (e.g., status vs. growth and the use of nontest measures like 
a�endance and graduation rates), the intended goal of these assessments is to gauge 
how e�ectively a school is educating children as to the content in state standards. �us, 
to make valid inferences about school e�ectiveness, the assessments must measure stu-
dent knowledge and understanding of the content and skills in those standards. Align-
ment is how we gauge the extent to which the assessments measure student knowl-
edge and understanding of the standards. �e argument is the same for teacher-level 
and student-level accountability assessments: To make valid inferences about teacher 
e�ectiveness or student mastery, the assessments must measure student knowledge and 
understanding of the standards.

Alignment is closely related to other terms—opportunity to learn, instructional 
validity, and instructional sensitivity. Opportunity to learn is a more general term that 
refers to “inputs and processes within a school context necessary for producing student 
achievement of intended outcomes” (Ellio� & Bartle�, 2016). Alignment of instruc-
tion with standards can therefore be thought of as one component of opportunity to 
learn. For students to have the opportunity to learn the standards, they must (among 
other things) receive instruction that is aligned with the standards. For students to 
demonstrate their opportunity to learn the standards, the assessments must (among 
other things) be aligned to the standards.

Instructional validity and instructional sensitivity are other terms that have been used 
almost interchangeably with opportunity to learn. An assessment is instructionally 
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 valid or instructionally sensitive to the extent that results on the assessment accurately 
re�ect the content and/or quality of instruction students received (whereas some de�-
nitions of instructional validity only emphasize content, most implicitly cover both 
content and quality of instruction; see, e.g., D’Agostino et al., 2007). Presumably, a 
test could be aligned to standards and not instructionally valid (if, for instance, there 
were substantial gaps in the standards-aligned instruction students received). Instruc-
tional validity or sensitivity is more relevant to some uses of accountability tests than 
others (for instance, for a student promotion exam it might not ma�er how a student 
learned particular content, though it would ma�er tremendously that the student had 
the opportunity to learn it). For more on the distinctions among these terms, see Ellio� 
and Bartle� (2016) and Poliko� (2010).

Methods of Measuring Alignment2

�ere are three main approaches to measuring alignment, but two of them are by 
far more widely used (Martone & Sireci, 2009). �e most widely used procedure to 
investigate the alignment of state tests with state standards is the Webb approach. �is 
approach compares tests with standards using four main criteria: categorical concur-
rence (agreement in coverage of broad content areas), depth of knowledge (agreement 
in coverage of depth or cognitive complexity), range of knowledge (breadth of coverage 
of the test relative to the standards), and balance of representation (even representation 
of content on the test). �e Webb model also considers the source of challenge for test 
items (i.e., whether the source of challenge is construct relevant or whether the item is 
merely “tricky”). Expert raters analyze the content and cognitive complexity of each 
item on a test and use that information to calculate indices for each criterion. �ese 
indices are then compared with speci�ed benchmarks to judge alignment along each 
criterion (see Webb, 1999, for more detail).

�e second widely used alignment approach is based on the Surveys of Enacted Cur-
riculum (SEC; Porter, 2002). Instead of directly comparing standards with assessments, 
this approach maps standards and assessments onto neutral content languages. �ese 
content languages, which de�ne content at the intersection of speci�c topics (e.g., mul-
tiplying fractions) and cognitive demands (e.g., perform procedures), are intended to 
be exhaustive as to the content that would normally be taught in a particular grade and 
subject. Once multiple raters have coded the topics and cognitive demands in the stan-
dards and assessments, these codes are compared to one another by way of an align-
ment index that indicates the proportional agreement, as well as heat maps that graph-
ically display areas of alignment and misalignment (Porter, 2002). Multiple alignment 
indices have been used in the literature (Poliko� et al., 2011). �e SEC approach has 
also been extended to teacher surveys (e.g., Poliko�, 2012a, 2012b; Porter et al., 2011) 
and to curriculum materials (Poliko�, 2015), and similar alignment calculations have 
been done in those contexts.

�e third most widely used approach was pioneered by Achieve to rate alignment 
of state tests with standards (Rothman et al., 2002). �e Achieve approach rates the 
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individual test items on several criteria: con�rmation of the test blueprint, the match 
of the content to its intended objectives, the match of the cognitive demand to what is 
called for by the objectives, the source of the item’s challenge (whether it is the target 
objective or something construct irrelevant), and the overall level of cognitive demand. 
�en, it takes these item ratings and calculates holistic ratings for (a) level of challenge, 
(b) balance, (c) range, and (d) rigor (all but range are qualitative ratings; see Rothman 
et al., 2002, for a description of each dimension). Achieve di�ers from the previous 
two approaches by using a qualitative approach to holistic ratings—that is, relying on 
narrative summaries of the results rather than turning them into quantitative indices 
(Martone & Sireci, 2009).

�ere are also other approaches, which have been used more sporadically. For exam-
ple, one approach has been recently created speci�cally for Common Core standards. 
�is approach was used in a recent study of four assessment systems: the Partnership for 
Assessment of Readiness for College and Careers (PARCC), Smarter Balanced, ACT 
Aspire, and the Massachuse�s Comprehensive Assessment System (MCAS; Doorey & 
Poliko�, 2016). �is approach asks expert raters to analyze assessments against a large 
set of criteria that address both the content and the depth of the standards (for example, 
whether ELA items require students to read closely and provide evidence from the text, 
whether they use a balance of high-quality literary and informational texts, and whether 
they require a range of cognitive demand). �ese ratings are then rolled up to the whole 
test to indicate whether the assessment has a weak match, limited/uneven match, good 
match, or excellent match to the standards. �is methodology has only been used in 
one study as of this writing, but it may be appropriate for more studies if the Common 
Core State Standards (CCSS) or similar standards remain in place. Other alignment 
approaches are summarized by Forte (2017).

�ere are strengths and weaknesses to each of these alignment approaches, and they 
are described in detail by Forte (2017). Some of the relevant distinctions include the 
following:

1. All of the methods are dependent on expert raters and are therefore time and labor 
intensive. �e alignment ratings and their consistency across studies have some-
times been problematic (Herman et al., 2007).

2. While the Webb and Achieve approaches measure alignment along similar dimen-
sions, Achieve is much more qualitative and rejects the consensus approach of the 
Webb methodology.

3. �e Achieve approach also considers the role of test blueprints in translating stan-
dards into assessments, whereas the Webb and SEC approaches ignore blueprints.

4. �e SEC approach is the only approach that can be used to measure alignment of 
other documents (e.g., curriculum materials, survey reports of teachers’ instruc-
tion) with standards and assessments.

5. �e Webb approach o�ers thresholds for determining the adequacy of alignment 
on each of its dimensions, while the SEC does not, but instead o�ers techniques 
for hypothesis testing of alignment indices.
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Forte (2017) concluded that the choice of alignment method “should depend most on 
what information the state would �nd most helpful in improving the quality of its sys-
tems of standards and assessments in support of instruction” (p. 11).

How Well Aligned Are State Tests With State Standards?3

�e main role of alignment methods is to investigate the alignment of tests with standards. 
Under NCLB and ESSA, states must submit evidence for peer review that their assess-
ments are meaningfully aligned with their state standards. States have typically used the 
Webb procedure or a variant to conduct these studies (Martone & Sireci, 2009). Evidently, 
peer reviewers have been satis�ed with the alignment evidence that has been produced, 
because these assessments continued to be developed and administered for accountabil-
ity. Early Webb alignment studies (e.g., Webb, 2002) identi�ed some common alignment 
issues that assessments had: failing to cover the full breadth of the standards, failing to cover 
the objectives under a standard, and failing to reach the adequate depth of knowledge of the 
standards. In that study, only one of the eight tests studied met all four alignment criteria. 
More recent studies (e.g., Webb, 2005, 2010) have generally found more acceptable levels 
of alignment of state tests with state standards and weaker alignment of other tests (e.g., 
ACT/SAT) with state standards (e.g., NORC, 2015; Roeber et al., 2018).

Test-to-standards alignment studies have also been conducted using the SEC. �e 
most comprehensive of these was a 2011 analysis (Poliko� et al., 2011) that compared 
138 pairs of state standards and assessments in mathematics, science, and ELA. �at 
analysis found that assessments (a) routinely overemphasized some content in the 
standards and underemphasized other content, (b) assessed content at lower levels of 
cognitive demand than was called for in the standards, and (c) contained sometimes 
20%–25% of content that was not in the corresponding grade-level standards. Further-
more, certain content areas of state standards were routinely not tested year a�er year.

A more recent analysis also investigated the alignment of state assessments, this 
time in the Common Core era (Doorey & Poliko�, 2016). �is study did not consider 
alignment the way the Webb or SEC approaches do. Rather, it examined alignment in 
terms of key instructional shi�s called for by the Common Core standards. It found 
that the new generation of assessments—speci�cally PARCC and Smarter Balanced—
did outperform a “best-in-class” state assessment (MCAS) in terms of many of these 
key shi�s. For instance, the new assessments were be�er at emphasizing close reading, 
writing to texts, research and inquiry skills, and matching the cognitive complexity of 
the standards than were MCAS. However, the ACT Aspire—another test intended to 
align to Common Core standards—scored lower than PARCC and Smarter Balanced 
(and, indeed, the MCAS) on several dimensions. �e PARCC and Smarter Balanced 
tests did fall short of aligning to standards in several ways. For instance, they failed 
to assess speaking and listening standards, and they did not match the complexity of 
the standards in mathematics. Separately, there is also the recent special case of states 
using college entrance examinations (ACT, SAT) as their summative assessments for 
high school. �ese assessments were not constructed for—and are plainly not aligned 
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to—state high school standards, though they may o�er other bene�ts such as boosting 
 college awareness and enrollment among groups that may be less likely to otherwise 
enroll in college (Lorié, 2020).

Together, these studies do suggest that state tests have sometimes struggled in 
 certain key areas with regard to alignment to standards. In particular, they have strug-
gled to assess the full cognitive complexity of the standards (falling short of captur-
ing the most cognitively complex content). �is is perhaps not surprising  because 
the most cognitively complex content is o�en di�cult to assess unless there is an 
extended period or some degree of student research and writing. State tests have also 
sometimes failed to assess key chunks of standards content (for instance, NCLB-era 
standards overemphasized reading skills and underemphasized writing skills relative 
to the standards), perhaps undermining the content messages of the standards some-
what. �e di�erences in �ndings across studies also suggest that  di�erent alignment 
approaches (which are conducted with di�erent groups of raters) may lead to di�er-
ent answers as to how well aligned assessments are with standards. �ere is no one 
“best” alignment method, nor is it even clear how one would compare results from 
di�erent alignment methods to reach broader implications, which makes it di�cult 
to make de�nitive statements about overall test-to-standards alignment.

KORETZIAN INFLATION THEORY AND THE VALIDATION OF 
TEST-BASED INFERENCES IN ACCOUNTABILITY SYSTEMS

Alignment also plays a role in the implications and evaluation of test-based in�ation, 
where systematic misalignment creates opportunities for students, teachers, and sys-
tems to a�end to construct-irrelevant features of tests. We use the term Koretzian 
in�ation theory to credit the empirical and theoretical work of Daniel Koretz and 
his coauthors toward the validation of test-based inferences under high-stakes condi-
tions (Holcombe et al., 2013; Koretz, 2008, 2015; Koretz & Barron, 1998; Koretz & 
Hamilton, 2006; Koretz et al., 2001, 2016). Koretzian in�ation theory is a corollary 
of Campbell’s law (Campbell, 1979) as it applies to high-stakes test-based educational 
inferences. Campbell’s law states, “the more any quantitative social indicator is used 
for social decision-making, the more subject it will be to corruption pressures and the 
more apt it will be to distort and corrupt the social processes it is intended to monitor” 
(p. 49). Koretz and Hamilton (2006) described in�ated test-based inferences as fol-
lows: “Test scores can become  in�ated—that is, can be higher than pro�ciency in the 
measured domain warrants . . . particularly severe[ly] when the consequences for scores 
are substantial” (p. 542).

Empirical studies of Koretzian in�ation theory ask a counterfactual question of any 
high-stakes inference drawn from test scores: How would the inference di�er had we 
used a lower stakes test of the intended domain? �e theory predicts that the inference 
drawn from the high-stakes (focal) test is in�ated and biased over the inference drawn 
from a well-aligned low-stakes (audit) test. �e canonical case is that of cohort-to- 
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cohort measures of average progress such as those from the NCLB-era New York State 
test, which from 2005 to 2009 showed an increase of over half a standard deviation in 
Grade 8 Mathematics. In contrast, the cohort-to-cohort NAEP progress in New York 
from 2005 to 2009 was less than 0.1 standard deviations (Koretz, 2017).

Without a clearer speci�cation of the intended inference and measurement, dis-
crepant trends are not necessarily evidence of in�ation. Ho (2007) summarized state–
NAEP discrepancies from 26 states from 2003 to 2005 and found that state test score 
trends from 2003 to 2005 were approximately four times the magnitude of NAEP score 
trends (0.12 to 0.03 standard deviation units over 2 years). Jacob (2007) looked at four 
states from 1992 to 2003 and found focal test score trends of 0.09 and 0.06 standard 
deviations per year in math and reading, respectively, compared to 0.05 and 0.02 stan-
dard deviations per year on NAEP.

How can we explain discrepant trends? Any di�erences in di�erences in sampling, 
administration conditions, or behaviors may result in a trend discrepancy. For example, 
this pa�ern of trend discrepancies might arise if lower pro�ciency students began to 
opt out of the high-stakes test but not NAEP. Student motivation may increase dis-
proportionately for the state test over NAEP. Teachers may increase the alignment of 
the curriculum to tested standards for the state test over NAEP. Teachers may begin to 
drill tested standards for the state test over NAEP. Or students or teachers may begin to 
cheat on the state test but not on NAEP. In all of these cases, it is di�erences in di�er-
ences, or the interaction e�ect, not just di�erences between tests, that account for trend 
discrepancies.

In the case where trends di�er because of what is measured, which one is correct? 
 Koretzian in�ation theory (Koretz, 2008; Koretz & Hamilton, 2006; Koretz et al., 
2001) is an applied validation framework that emphasizes a sampling principle of 
testing and, because it is most commonly applied to measures of progress, a distinct 
 temporal dimension. We present a simpli�ed version of the framework in Figure 16.2, 
where a test and a target of inference are intersecting circles of a Venn diagram full of 
measurable and inferable elements of performance. �is is a common depiction where 
the tested (but not inferred) section represents construct-irrelevant variance and the 
inferred (but not tested) section represents construct underrepresentation. If what is 
tested is a random sample of the population of elements and the construct-irrelevant 
variance is random, then we appear to be assured of valid inferences.

Koretzian in�ation theory adds a temporal dimension to this representation under 
high-stakes conditions. Applying Campbell’s law and a sampling principle of testing, it 
asserts that even an initially random sample of tested and targeted elements can become 
the focus of disproportionate weight or outright corruption, if that sample becomes 
predictable over time. Students and teachers may notice an initially representative 
 subsample and begin to weight it disproportionately over desired inference weights. 
�is may lead to in�ation if, for example, such elements of performance are e�cient 
psychometrically and end up being reused or because such elements form the basis of 
an equating item set that ensures comparability over time.
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�e theory de�nes reallocation as a process of increasing weights on tested content 
disproportionally over their inference weights over time. Reallocation also occurs when 
teachers and students decrease weights on untested elements that are nonetheless part 
of the target inference. �is is commonly called narrowing the curriculum or teaching 
to the test, and we discussed evidence of its prevalence in previous sections. Koretzian 
in�ation theory suggests that no test can simply be “worth teaching to.” As long as a test 
is a predictable sample of desired elements, stakes will lead to invalid interpretations 
of progress. Reallocation degrades inferences at the right side of Figure 16.2, increas-
ing emphasis on the intersection (what is measured) at the expense of important but 
underrepresented content.

Similarly, initially ignorable construct-irrelevant variance can also in�ate progress 
over time under high-stakes conditions. �e theory de�nes coaching as the dispropor-
tionate weighting of tested elements that are not part of the target inference. �is may 
include elements like “process of elimination,” where students are coached to eliminate 
obviously incorrect options in a multiple-choice item and, if necessary, guess among 
the remaining possibilities. Coaching works at the le� side of Figure 16.2 by increasing 
emphasis on construct-irrelevant but predictable features. To the extent that  eliminating 
possibly incorrect answers is not part of the target of inference for, say, a reading test 
score, Koretz (2017) argued that coaching is at best a waste of instructional time and at 
worst a source of bias and in�ation in test scores.

Holcombe et al. (2013) added multiple levels to the simple heuristic �gure sketched in 
Figure 16.2. �e opportunities for score in�ation are numerous and appear at every stage 
of the standard development of tests, including selecting the domain, selecting the ele-
ments of the domain, selecting standards for testing, and selecting item  representations 
from tested standards. Each stage introduces possible construct  underrepresentation 
and construct-irrelevant variance. �e key insight is that this potential for in�ation rises 

Alignment

Measured Construct Interpreted Construct

Construct-
Irrelevant
Variance

Construct-
Under-
representation

FIGURE 16.2

Illustrating Mechanisms for In�ation When Test Developers Sample Predictably From Content 
 Domains
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with higher stakes on results, incentivizing educators to employ coaching and gaming 
and resulting in in�ated indicators of progress.

Koretzian in�ation theory also motivates a number of tools and solutions. If high 
stakes on individual measures are necessary, the theory clearly motivates the use of a 
low-stakes audit test. NAEP has served that de facto role for states and urban districts 
since the reporting of state and district scores in the 1990s. Although state and district 
leaders are held publicly accountable to NAEP progress via transparent reporting, the 
stakes are not as high or as direct as they are for school leaders and teachers. Numer-
ous district tests may also serve lower stakes purposes and can serve as audit measures, 
although they may not be uniform and comparable at the state level.

Koretz and Beguin (2010) proposed self-monitoring assessments that embed two 
types of audit items into operational tests. A content audit item would assess a desired 
target of inference that may be underrepresented in operational items. A style audit 
item would measure existing content in an unpredictable way to protect against pos-
sible in�ation from coaching. Koretz et al. (2016) concluded that the approach had 
theoretical promise but faced substantial practical constraints given the already limited 
space for items on operational tests. �ere are also potentially disproportionate costs 
when developing items from underrepresented content domains that may be underrep-
resented because they are costly to measure.

Neal (2013, 2018) proposed an alternative solution whereby two separate tests or 
test sections would achieve separate purposes, the �rst to measure progress and the 
second to estimate the causal e�ects of teachers and schools on test scores. �e �rst 
test would be largely stable to measure change over time but have no direct stakes on 
teachers and schools. �e second test could change substantially from year to year to 
sample broadly from the domain with no constraints on equating items, balance across 
content areas, or consistent item formats. Such a test would render reallocation and 
coaching di�cult or impossible and theoretically encourage educators to focus on the 
curriculum standards rather than construct-irrelevant performance elements. Because 
models that estimate teacher and school e�ects regress current-year scores on past-year 
scores, they do not need to be equated to the same scale.

Koretz (2017) o�ered additional policy solutions, the most straightforward of which 
is to reduce stakes or dilute them through the use of a multiple-measure indicator 
 system. Other solutions include se�ing reasonable and achievable targets and provid-
ing supports that are commensurate with stakes in a reciprocal accountability system 
(Elmore, 2004).

ACCOUNTABILITY TESTING FOR SPECIAL 
POPULATIONS

�e logic of test-based accountability suggests principles of inclusion and comparabil-
ity for all subpopulations. Following Figure 16.1, if students from special populations 
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are excluded or not disaggregated, it sends a signal that they are not a priority. If student 
scores are not comparable or counted, then the incentives to teach them become uncer-
tain or diminished. In this section, we brie�y discuss the inclusion of students with 
disabilities (SWDs) and English learners (ELs, sometimes also called limited English 
pro�cient, English language learners, or emergent bilinguals). Our review is necessarily 
brief and focuses primarily on issues directly related to test-based accountability for 
students in these groups. For additional consideration of these groups, see Zwick and 
Rodriguez and �urlow in this volume.

NCLB’s accountability provisions brought substantial focus on the measurement of 
all SWDs and ELs. From the earliest days of NCLB, scholars called a�ention to the 
salient accountability issues for these groups. Issues related to SWDs were prominent 
under NCLB, with NCLB policy speci�cally identifying two groups: (a) up to 1% of the 
tested population—those with the most severe cognitive disabilities—to be measured 
against alternate achievement standards; and (b) up to 2% of students with less severe 
disabilities but who would be unlikely to meet grade-level standards to be measured 
against modi�ed achievement standards (Elledge et al., 2009). And NCLB is credited 
with bringing about substantial change and standardization in the processes used to 
assess EL students within and across states.

McLaughlin and �urlow (2003) described some of the major substantive and tech-
nical issues related to educational accountability for students with disabilities. �e 
authors �rst noted the inherent tensions of standards-based accountability with key 
provisions of special education law, such as the guarantees of the Individuals with Dis-
abilities Education Act. �e heart of federal law for SWDs is the individualized edu-
cation program, which is not generally standards based and focuses on each child’s 
individualized performance, goals, services, and participation in the general education 
classroom. In contrast, NCLB’s accountability provisions required participation in the 
state’s standards-based assessment for all but a small percentage of students with the 
most severe disabilities. �e very nature of content standards themselves seems to run 
counter to the individualized nature of special education services, and special educa-
tion scholars have questioned the appropriateness of standards for some SWDs. For 
students given alternate assessments based on the nature of their disabilities, McLaugh-
lin and �urlow discussed the challenges of aggregating these results with the results 
of the general population, including se�ing appropriate and a�ainable goals for these 
 students and issues of con�dentiality based on small group sizes. �ey also discussed 
test modi�cations commonly o�ered to SWDs and the potential for these modi�ca-
tions to a�ect the validity of inferences made on the basis of student performance. And 
for SWDs who are excluded for some or all of the general education curriculum, there 
are concerns about students’ opportunity to learn and the validity of the assessment 
results for inferences about the general education curriculum.

Similarly, Abedi and Dietel (2004) summarized some of the major substantive and 
technical issues related to educational accountability for ELs. First, EL students are typi-
cally among the lowest-performing groups on content-area assessments, so the uniform 
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accountability targets of NCLB were seen as especially—and perhaps  unrealistically—
ambitious for this group. Second, EL students are especially sensitive to the language 
demands of accountability tests, and Abedi and Dietel made clear that these tests mea-
sure both students’ content knowledge and their language ability. �ird, EL students 
transition out of the category over time as their English language pro�ciency improves. 
Because new EL students o�en have low scores and high-scoring EL students transi-
tion out of the category, the average achievement of the EL category can o�en be low 
despite academic growth of EL students. If accountability systems incentivize average 
pro�ciency for EL students without a�ention to accurate reclassi�cation, this creates an 
incentive to retain English learners in the EL category even a�er they may bene�t from 
these services.

Other issues raised by Abedi and Dietel (2004) include the variation in approaches 
and assessments used to identify EL students, the diversity among EL subgroups 
(e.g., Chinese-speaking ELs versus Spanish-speaking ELs), and the tautological rela-
tionship between English language pro�ciency and EL classi�cation (i.e., if all stu-
dents were pro�cient in English, as was NCLB’s goal, there would be no EL students 
by de�nition).

In the prior edition of this volume, Koretz and Hamilton (2006) discussed these and 
other issues relating to SWDs and ELs in the context of assessment for accountabil-
ity. For instance, they discussed the heterogeneity of SWD and EL populations and 
noted the implications for group size (e.g., many EL or SWD groups are too small to 
be numerically signi�cant for reporting). And they considered speci�c disability cat-
egories and the implications of students’ disability types for validity issues related to 
construct relevance (e.g., a dyslexic student’s challenges in reading text in the context 
of a mathematics assessment). �e primary focus of their treatment of SWD and EL 
issues is their more extensive discussion of accommodations and modi�cations and 
their implications for validity. Changes in accommodation and modi�cation policies 
brought on by NCLB’s inclusion mandates had important implications for the kinds of 
students included in state assessment and accountability systems. While these changes 
brought needed a�ention to the academic performance of students with disabilities 
and raised expectations for many of these students, scholars have questioned the appro-
priateness of grade-level standards for many students with disabilities.

�ere are several important innovations pertaining to accountability assessment for 
ELs and SWDs under ESSA policy. �ese innovations broadly a�empt to deal with 
some of the unintended consequences and issues that emerged under NCLB-era reg-
ulations. For instance, ESSA regulations do away with the 2% group for modi�ed stan-
dards, while maintaining the 1% group with the most severe disabilities who can be 
tested against alternate standards. �is addresses concerns that too many students were 
being excluded from accountability against regular grade-level standards with the 2% 
cap. Addressing the tension mentioned above between individualized education pro-
grams and inclusion, ESSA regulations speci�cally require states to have guidelines 
for the inclusion or exclusion of students with disabilities in the alternate assessment 
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 system. In principle, this could again improve the  appropriateness of assessments 
o�ered to students with disabilities. ESSA law also emphasizes the  importance of uni-
versal design for learning in the test development process, which it de�nes as follows:

The term “universal design for learning” means a scientifically valid framework for 

guiding educational practice that—(A) provides flexibility in the ways information 

is presented, in the ways students respond or demonstrate knowledge and skills, 

and in the ways students are engaged; and (B) reduces barriers in instruction, 

provides appropriate accommodations, supports, and challenges, and maintains 

high achievement expectations for all students, including students with disabilities 

and students who are limited English proficient. Every Student Succeeds Act, 20 

U.S.C. § 6301 (2015). congress.gov/114/plaws/publ95/PLAW-114publ95.pdf

�is is intended to reduce concerns about construct irrelevance, some of which were 
highlighted by Koretz and Hamilton (2006). For more on the implications of the uni-
versal design for learning in the context of accountability assessments, see Rose et al. 
(2018). For more discussion of alternate assessments and the English Learner popula-
tion, also see Rodriguez and �urlow in this volume.

PERSPECTIVES ON EQUITY IN ACCOUNTABILITY 
TESTING

Educational policies like ESSA have stated aims and mechanisms to provide low-in-
come students with improved educational opportunities. �is re�ects one de�nition 
of equity, the disproportionate allocation of resources to those with greatest need. �e 
intended role of educational tests in these policies is to measure students’ academic 
needs so that educational systems can similarly provide low-scoring students with dis-
proportionate support. As we have reviewed in earlier sections in this chapter, there 
are unintended consequences when these systems place unrealistic expectations on 
teachers and school leaders to raise test scores for low-scoring students. In these cases, 
a�empts to improve equity for low-scoring students may be inequitable for the teachers 
and leaders who support these students.

Tests may also fail to improve equity when they are disproportionately burdensome 
to the lowest-scoring students who take these tests. �is can occur in the act of test-
ing, when low-scoring students encounter assessment tasks and prompts that are not 
as engaging or a�rming to them as they are to higher scoring students, or when they 
receive test scores, when low-scoring students may disproportionately interpret their 
low test scores as evidence of their irredeemable de�cits rather than areas for potential 
growth. �is section reviews selected perspectives on equity in accountability testing.

Equity Monitoring Systems
In the 2019 NASEM report, Monitoring Educational Equity, the authors argued that 
relying primarily on test scores to measure school and student performance can 
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undermine educational equity by neglecting the inputs and context for learning. A 
more  comprehensive system could reveal inequality earlier in the life span, set realistic 
 expectations for student growth, and provide national benchmarks to spur investment 
and improvement. Such a system would consider factors like school funding levels, cur-
riculum quality, teacher quali�cations, class sizes, student health and well-being, extra-
curricular opportunities, and other resources that impact learning.

�e report recommended that the indicators track inequality in opportunities at the 
school and district level, as well as for various student demographic subgroups. �is 
would provide insights into how policies di�erentially impact groups like students of 
color, low-income students, ELs, and SWDs. Monitoring progress in closing equity 
gaps could then help target resources and support. Comparisons of progress across the 
country could inspire learning from proven practices.

�e report emphasized that developing a national monitoring system will require 
considerable input to secure buy-in before full implementation. Using NAEP as an 
example, the authors proposed a board like NAGB that oversees and reports on a sys-
tem of comparable equity indicators across states and over time, inspiring improvement 
through public accountability. �ey argued that indicators must be selected carefully 
and with appropriately developed and publicly reported validity evidence. Ongoing 
evaluation would also be needed to ensure the system meets its goals of revealing ineq-
uities and spurring corrective action over time.

Returning to Figure 16.1, adopting an “equity monitoring” approach as proposed 
by these authors holds promise to both reveal and reduce the unintended nega-
tive consequences listed on the right-hand side of the framework. For example, 
highlighting inputs rather than outputs can help to set realistic expectations for 
growth. To the extent that there are stakes through public accountability, these 
stakes would be more distributed across additional indicators beyond test scores, 
reducing the likelihood of inflation. Unintended consequences of public report-
ing of indicators, like segregation, would be monitored directly. And systematic 
attention to disaggregating indicator data by sociodemographic categories, particu-
larly for indicators related to educational inputs, would help to avoid deficit frame-
works by highlighting inequality in educational access and opportunities (Quinn &  
Desruisseaux, 2022).

Culturally Sustaining Assessment and Test-Based Accountability
If the NASEM report is an e�ort to “measure equity” by documenting disparities in a 
broader range of school- and student-related indicators, there is also increased e�ort 
to “measure equitably.” �is e�ort involves measuring outputs like achievement with 
particular investment in understanding the learning experiences of historically mar-
ginalized students and designing assessments that engage them. �is builds on theo-
ries of “culturally sustaining pedagogies” (Ladson-Billings, 1995; Paris, 2012), which 
are educational practices that not only acknowledge but also build on the cultural 
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 knowledge and experiences students bring to the classroom. In classroom contexts, 
culturally sustaining assessments are activities designed to value, engage, and empower 
students (Lyons et al., 2021; Randall, 2021). (In this volume, see Ercikan & Flores; 
Lane &  Marion; Rodriguez & �urlow; and Zwick for discussion of culturally respon-
sive assessments.)

Figure 16.1 distinguishes between direct score-based actions and indirect non-
score-based in�uencing actions. For culturally sustaining assessments to function well 
in accountability systems, they must have positive direct and indirect actions. Scores 
from culturally sustaining assessments would need to accurately identify both schools 
and students who need support. And the practice of culturally sustaining assessment 
would need to improve agency and engagement among students and educators. An 
unintended negative consequence would be if accountability pressures on educators 
led them to customize tests under the banner of “culturally sustaining assessments” that 
in�ated scores for students who needed support, thus decreasing the likelihood that 
they would receive the support they need.

Dee and Penner (2017) provided evidence that an ethnic studies course designed 
with principles from culturally sustaining pedagogy has positive e�ects on student 
a�endance and grade point average in other courses. Using a regression discontinu-
ity approach, they estimated that students near the assignment cuto� (an eighth-grade 
grade point average of 2.0) would have a 1.4-point higher ninth-grade grade point aver-
age had they been assigned to take the course, compared to the counterfactual of not 
being assigned. Bonilla et al. (2021) showed that there are still detectable causal e�ects 
in terms of high school a�endance, high school graduation, and postsecondary matric-
ulation. However, the ethnic studies course was not designed with culturally sustaining 
assessment for accountability as a goal, nor were the properties of scores or grades from 
this course a target of analysis.

�eoretical foundations for culturally sustaining testing exist in sociocognitive 
models for learning and assessment (Benne�, 2023; Lyons et al., 2021; Mislevy, 2018; 
Moss et al., 2008; NASEM, 2018; Shepard, 2021). Sociocognitive models incorporate 
the past experiences of students and the current context of learning and assessment, 
including students’ relationships with other students and the teacher in the classroom. 
�ese models typically result in inferences that are richer and context referenced and 
thus are more limited in claims about generalizability. �e sociocognitive perspective 
on conventional large-scale tests is that these are also context referenced to isolated 
individual completion of a particular subset of decontextualized cognitive tasks. Scores 
on these tests are then similarly limited in generalizability to other performances on 
tasks that also require isolated individual completion of decontextualized cognitive 
tasks.

�us, although there is optimism around culturally sustaining assessment that 
serves students and produces low-stakes scores for classroom inferences and  scholarly 
research (Benne�, 2023; Mislevy, 2018; Shepard, 2021), there is skepticism about 
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the role that scores from culturally sustaining tests might play in accountability sys-
tems (Lyons et al., 2021). Stakes would have to remain low to avoid incentives to 
change assessment tasks to in�ate scores. Traditional psychometric frameworks that 
require strict comparability of score interpretations across contexts would have to 
evolve. Costs for test development, deployment, evaluation, and scoring would have 
to be feasible. And building scholarly, political, and community consensus about 
content standards and test blueprints for culturally sustaining tests would take time 
and work.

As one example of such a process, the state of Hawaii has allowed Native Hawaiians to 
design a test and test-based accountability system for students in the Kaiapuni Educa-
tional Program, a Hawaiian language immersion program. �e Kaiapuni Assessment of 
Educational Outcomes (KĀʻEO) follows ESSA guidelines, including the requirement 
for mandatory public reporting in terms of KĀʻEO standards in mathematics, Hawai-
ian language arts, and science. According to the KĀʻEO technical report (Hawaii State 
Department of Education, 2018), the development team used the achievement-level 
descriptors for the English language state test, the Smarter Balanced test, as a founda-
tion for the development of Hawaiian language achievement-level descriptors. �ese, in 
turn, guided item writing and standard se�ing in Hawaiian. Shultz and Englert (2021) 
described this as “one example of how the test developers and community stakeholders 
successfully balanced the tension between maintaining the technical requirements of 
a state assessment and serving the needs of the community as de�ned by the commu-
nity” (p. 5).

CONCLUSION

In a �rst dra� of this chapter on test-based accountability, wri�en before the onset of 
the COVID-19 pandemic, our opening sentence was, “Over the past several decades, 
the arc of K–12 educational assessments has bent steadily toward accountability.” At the 
time, although ESSA had granted some �exibility from one-size-�ts-all accountability, 
the statement generally seemed defensible. Years later, the sentence seems laughably 
dated, a reminder of the pendulum swings that are common between extremes of fed-
eral and local control and the imprecision of extrapolating from past trends.

Although predicting future trends in test-based accountability is not our goal, 
we believe the principles outlined in the beginning of this chapter and revisited 
throughout should guide future validation of test score use in educational account-
ability systems. Once educational test scores exist in complex systems, actors use 
them for a predictable range of purposes that extend well beyond simple descrip-
tions of what individual students know and can do. Validation, and the correspond-
ing anticipation of unintended negative consequences, requires speci�cation of 
actors, score-based actions, score types, and indirect actions in social and political 
systems (Figure 16.1).
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NOTES

1. Although the statute uses the terminology “valid and reliable academic measure,” 
the current Standards (AE� et al., 2014) and Zwick (this volume) hold that valid-
ity is a property of uses of measures and not a property of measures themselves. A 
valid academic measure is thus one that has su�cient validity evidence to support 
its intended use in the accountability system.

2. �is portion of the chapter is adapted from Poliko� (2022).
3. �is portion of the chapter is adapted from Poliko� (2022).


