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The history of educational measurement is not a simple history of evolving theory
leading to the current state of the art. It is, in fact, multiple separate but related histories.
There is a history of test theory and a related history defined by the key figures in a range
of fields. Some of these figures, such as Charles Spearman, made critical contributions
to test theory; others, such as Walter Bingham and Lewis Terman, influenced testing
practice but are likely to go unmentioned in a discussion of test theory. Gustav Fechner
studied psychophysics, Alfred Binet studied child development (and mesmerism), and
Spearman explored the nature of intelligence; together, they provide a significant part
of the foundation on which educational measurement has developed. Other important
contributors, such as Truman Kelley, appear to have been singularly focused on the
development of methodology.

In addition to these parallel histories built around theory and important contributors
to the field, there is a history of evolving technology. Computers have become so wide-
spread in test administration that someone new to the field might overlook the impact
that the optical scanner had on testing practice during the second half of the 20th cen-
tury. In addition to the obvious impact that technology has had on the scoring and
administration of tests, computational power has profoundly impacted psychometric
theory and practice. In the days when computers were individuals using slide rules or
mechanical calculators, even a correlation coefficient might have required hours—or
days—of work. Pearson (1907), Spearman (1904a), and Kuder and Richardson (1937)
all put substantial effort into developing computationally simple approaches to approx-
imating correlation (or reliability) coefficients. The increase in computational power
since the 1930s has made such approximations seem quaint and has brought with it
applications of Bayesian statistics, hierarchical models, and machine learning that have
made educational measurement into something that would be almost unrecognizable
to early practitioners.

There has also been an evolution in the application of testing. Spearman was inter-
ested in correlations across tests within populations as a means of understanding the
nature of intelligence (Spearman, 1904a). Much early large-scale testing—in the mili-
tary and industry—focused on personnel selection. In this context, tests evaluated indi-
vidual differences. This same perspective accompanied the introduction of large-scale
testing programs in schools, including not only achievement tests, which remain com-
mon, but also group IQ tests. Admissions tests follow a similar model; more recently,
considerable emphasis has been given to national and international assessments for
which individual scores may not even be calculated.

Finally, there is also a history related to the social trends and pressures that have pro-
vided the context in which educational measurement has evolved. The Darwinian revo-
lution of the second half of the 19th century led to the eugenics movement, which had
widespread support until the Second World War. Much of educational measurement in
the early 1900s became inextricably tied to that movement. Similarly, it does not seem
like unjustified speculation to suggest that the emphasis that Cronbach (1971, 1989b)
and Messick (1975, 1989) placed on fairness and consequences as part of test validity
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can be accounted for (at least in part) by the social context created by the civil rights
movement and the war on poverty. These social pressures have also included an ebb and
flow of the presence of the antitesting movement.

In considering the history of educational measurement, a similar challenge is raised
by the question of where to begin. The use of examinations to select individuals for gov-
ernment positions in China began more than 3,000 years ago. In 1115 BCE, candidates
were tested in the “six arts”: music, archery, horsemanship, writing, arithmetic, and rites
and ceremonies of public and private life. During the Han dynasty—approximately
2,000 years ago—written examinations were introduced in the “five studies™: civil law,
military affairs, agriculture, revenue, and geography. After the 7th century, national civil
service tests were introduced for use across the empire. These tests emphasized the abil-
ity to remember and interpret the Confucian classics. They used both written and oral
formats (Zhang & Luo, 2020). Modeled at least in part on these Chinese tests, in 1833
a testing program was introduced for selecting individuals for the British Indian civil
service. Testing at universities as part of the process of granting degrees has also been
an established practice for centuries (DuBois, 1970).

The breadth and depth of this history makes it clear that a comprehensive history is
well beyond the scope of this chapter. Instead, we have identified specific parts of that
history which we believe are relevant for understanding the current state of educational
measurement. In selecting the parts we chose to stress, we considered several competing
priorities. Most people find origin stories interesting. We hope that the events and indi-
viduals we discuss create a compelling story that will motivate some readers to explore
this history in more detail. In this regard, we hope our chapter will provide a basis for
basic historical literacy related to the field of educational measurement. In addition, we
have attempted to provide context for understanding some of the major developments
in both the theory and the practice of educational measurement. We are more likely
to use measurement theories appropriately if we know the context in which they were
developed. The reliability coeflicient has become a ubiquitous part of test theory and
practice, but our reliance on this coefficient may well have as much to do with the his-
tory of the field as it does with the usefulness of the coefficient (Cronbach & Shavelson,
2004). Additionally, viewing measurement and testing in the context of an early history
that is closely tied to intelligence testing and eugenics is likely to help us understand the
skepticism of and resistance to testing that have been present since the 1920s.

It is likely too much to hope that understanding the role that the misuse of measure-
ment has played in supporting injustice will ensure that measurement is not misused
in the future, but such an understanding is likely to help us remember that we need to
ask not only what we can do with our technology, but also what we should (and should
not) do.

With these considerations in mind, we have divided this chapter into eight sections,
each with a different focus. The first section provides a discussion of some of the early
foundations of educational measurement, including the contributions of Charles Spear-
man, Gustav Fechner, and Alfred Binet. To understand how Spearman’s contributions
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came into being, we begin with the intellectual culture of the middle of the 19th
century that led Francis Galton to study heredity and how Galton’s use of correlation
in that study provided the statistical tool that Spearman would subsequently apply to
test scores. Fechner is important because his work on psychophysics represents what
is likely the first scientific effort to measure psychological phenomena. Similarly, Binet
introduced not only the intelligence test, but also, along with Theodore Simon, the idea
that plots of performance against an independent variable (in this case, age rather than
proficiency) can be used in test development.

The second section examines the rise of intelligence testing in the United States.
We begin with the work of Henry Goddard and Lewis Terman in the first quarter of
the 20th century. Their early work positioned them to be leaders in the development
of the army testing program during World War I. That program provided a significant
impetus for the rise of testing in the United States. The rise of intelligence testing in turn
provided impetus for the eugenics movement in the United States.

The third section provides an overview of the impact that U.S. government programs
have had on shaping the practice of educational measurement. This includes the related
military research carried out during and after World War L It also includes legislation
that has funded education and both mandated and defined the scope of educational
assessment.

The fourth through sixth sections trace the development of three critical aspects of
test theory: classical test theory, scaling, and item response theory (IRT). The fourth
section follows the development of classical test theory, picking up where the first sec-
tion left off. This includes the work of Kelley, G. Frederic Kuder, and Marion Richard-
son, as well as Lee Cronbach’s work on coefficient alpha, concluding with a discussion
of the development of generalizability theory.

The fifth section builds on the discussion that was begun in the first section, which
introduced the development of scaling through the contributions of Fechner and Binet.
This section continues the story, following it through to the work of Edward Thorndike
and Louis Thurstone, who together laid a kind of theoretical foundation for IRT. The
sixth section discusses the independent but parallel development of IRT and Rasch
measurement.

The seventh section again shifts from measurement theory to practice, examining
the history of the use of large-scale tests both for selection and for accountability. We
begin with the tests that Horace Mann introduced to evaluate the performance of the
Boston school system in the first half of the 19th century. We then show how this type
of test evolved to produce assessments like the College Board examinations and truly
large-scale assessments, including the SAT (formerly Scholastic Aptitude Test) and the
National Assessment of Educational Progress (NAEP).

The eighth and final section in this chapter shows how the five editions of Educational
Measurement both document and have been a part of the history of educational mea-
surement.
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EARLY FOUNDATIONS OF EDUCATIONAL
MEASUREMENT

As we noted in the introduction, educational measurement has a long history. Writ-
ten standardized tests for selection of government officials were administered in China
3,000 years ago. Written tests have been used at universities for hundreds of years—the
competitive mathematics test administered at Cambridge has been in place since the
18th century. Tests for the British Indian civil service began in 1833. These early tests
for selection and graduation laid a foundation for the developments that followed. They
used standardized conditions of administration and emphasized fairness and accuracy
in scoring, but as DuBois (1970) noted, testing during this period lacked the theoreti-
cal framework and statistical techniques that have become the hallmark of educational
measurement. Those conceptualizations had their roots in England, Germany, and
France in work that spanned the period from 1860 through 1910.

England can appropriately be viewed as the birthplace of correlational psychology,
and much of what we refer to as classical test theory has its beginning in the work of
Charles Spearman (1863-1945), the best known of the early proponents of correla-
tional psychology. Germany was the birthplace of experimental psychology. Gustav
Fechner developed psychophysics procedures at the University of Leipzig and, in the
process, provided what was likely the first scientific measure of psychological phenom-
ena. Finally, in France, Alfred Binet developed an intelligence test with the practical goal
of identifying children in need of special schooling.

Developments in England

In Harold Gulliksen’s 1950 text, he summarized the history of classical test theory in a
single sentence: “Nearly all the basic formulas that are particularly useful in test theory
are found in Spearman’s early papers” (p. 1). In a very real sense, Spearman created the
foundation for what we know as mathematical test theory, so we begin this history by
describing the historical context that brought Spearman’s formulas into being.

The chain of events that led to Spearman’s work began nearly half a century earlier
and halfway around the globe. In 1858, Alfred Russel Wallace (1823-1913) was work-
ing in the Malay Archipelago. Wallace supported himself by collecting natural history
specimens to be sold in England; he was also collecting evidence in an effort to answer
the question of how species come into being. That year, he wrote a paper titled On
the Tendency of Varieties to Depart Indefinitely From the Original Type (Wallace, 1858).
That paper provided an elegant summary of Charles Darwin's—unpublished—theory
of natural selection. Wallace mailed his manuscript to Darwin (1809-1882) with the
request that if he thought it was of merit, he should forward it to the eminent geologist
Charles Lyell. At the point at which Darwin received the letter, he had spent much of
the previous 2 decades working (largely in secret) on the same theory and collecting
material for a planned multivolume work on the topic.
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The events that followed the arrival of Wallace’s letter are well known. Darwin
shared Wallace’s paper with Lyell and Joseph Hooker, two men who were both
preeminent members of the British scientific community and Darwin’s closest
friends. They arranged to have Wallace’s paper published with two short pieces
by Darwin (Brooks, 1984). All of this has importance to the history of test the-
ory because it made Darwin realize that he could no longer delay publication of
a more complete statement of his theory. In just over a year, the first edition of
On the Origin of Species was published (Darwin, 1859). That book profoundly
impacted the history of science; it also profoundly impacted Darwin’s first cousin,
Francis Galton.

Francis Galton

Francis Galton (1822-1911) was the quintessential Victorian polymath. He studied
meteorology, created some of the first weather maps, and discovered the phenome-
non of the anticyclone. He investigated the use of fingerprints for identification and
wrote three books that were instrumental in the adoption of fingerprint technology
(Galton, 1892, 1893, 1895). He explored a part of Africa previously unknown to
Europeans (Galton, 1853). He wrote extensively on eugenics (Galton, 1909); in fact,
he coined the term. But of all the seemingly limitless areas that Galton explored, his
greatest contributions came from his study of heredity motivated by his reading of
Darwin’s Origin.

Galton had begun his intellectual life by studying medicine at King’s College Lon-
don. He had pursued medicine at the urging of his father; he also studied mathemat-
ics at Cambridge. After his father’s death, Galton used his inherited wealth to mount
an expedition to Africa. When he returned, he published a book on his travels (Gal-
ton, 1853) and was awarded a medal by the Royal Geographical Society. But as Ste-
phen Stigler (1986) wrote, “Darwin’s theories opened an intellectual continent” (p.
267) for Galton to explore far greater than Africa; Galton spent decades mapping that
intellectual continent. This exploration of heredity led him to identify the phenome-
non of regression to the mean and develop the powerful analytic tool represented by
correlation.

Galton began his work on inheritance by documenting the extent to which excep-
tional talent was shared across generations in the same family. In Hereditary Genius
(1869), he recorded instance after instance in which notable individuals (in the arts, sci-
ence, and jurisprudence) have notable relatives in the same field. He used this evidence
to argue that intellectual and personality characteristics can be inherited in the same
way that physical characteristics are passed from parent to child. From a contemporary
perspective, the book appears simplistic; Galton too quickly discounted the impact of
environmental factors and personal advantage as explanations for his results. Within
the context of the times, the work must have been more impressive. Darwin appears
to have overlooked these alternative explanations when he wrote to Galton (Darwin,
1869, first paragraph):
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| have only read about 50 pages of your Book (to the Judges) but | must exhale
myself, else something will go wrong in my inside. | do not think | ever in all my life
read anything more interesting & original. And how well & clearly you put every
point!

Galton was an astute observer; he also carried out organized experiments to understand
inheritance. In 1875, he experimented on pea plants. (Gregor Mendel’s work had been
published 9 years earlier in an obscure journal [ Mendel, 1866], but remained unknown
to the broader European scientific community.) Galton described the experiment in his
autobiography (Galton, 1908).

The following question had been much in my mind. How is it possible for a pop-
ulation to remain alike in its features, as a whole, during many successive gener-
ations, if the average produce of each couple resemble their parents? . . . | was
very desirous of ascertaining the facts of the case. After much consideration and
many inquiries, | determined . . . on experimenting with sweet peas, which were
suggested to me both by Sir Joseph Hooker and by Mr. Darwin. . . . | procured a
large number of seeds from the same bin, and selected seven weights.

| persuaded friends living in various parts of the country, each to plant a set for
me. . . . The result clearly proved Regression; the mean Filial deviation was only
one-third that of the parental one, and the experiments all concurred. The formula
that expresses the descent from one generation of a people to the next, showed
that the generations would be identical if this kind of Regression was allowed for.

(pp. 300-302)

Galton followed the sweet pea experiments with efforts to collect data on humans. He
solicited help from friends to collect physical measurements on parents and children
and on siblings. He also opened the anthropometric laboratory at the International
Health Exhibition in London. This allowed him to collect a range of measures on indi-
viduals who visited the exhibition (Galton, 1884).

These data collection efforts allowed Galton to refine his understanding of regres-
sion, and in 1886 he contributed two papers on familial relations to the Royal Society
(Galton, 1886a, 1886b). These focused his attention on tables representing the rela-
tion between deviations in measures such as stature of the adult child and the same
measures for parents. Galton realized that a relation existed between the measures, but
he was at a loss to quantify it. Again, he described the event in his autobiography: “At
length, one morning, while waiting at a roadside station near Ramsgate for a train, and
poring over the diagram in my notebook, it struck me that the lines of equal frequency
ran in concentric ellipses” (Galton, 1908). He returned to London and visited the
Royal Institution in search of information on conic sections. At the Royal Institution,
a chance encounter with the physicist James Dewar led to the suggestion that Dewar’s
brother-in-law, the mathematician J. Hamilton Dickson, might be able to help. Dickson
viewed it as a simple problem and his solution was presented as an appendix to Galton’s
resulting paper.
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Two years later, Galton (1888) introduced the correlation coefficient. At that time,
the term and general concept of correlation were well established. As Galton stated,

“co-relation or correlation of structure” is a phrase much used in biology, and not
least in that branch of it which deals with heredity . . . ; but | am not aware of any
previous attempt to define it clearly, to trace its mode of action in detail, or to
show how to measure its degree. (p. 135)

The 1888 paper built on his earlier work on regression. Again, using anthropological
data, he showed how a coefficient could be produced by placing the measures of the
correlated attributes on the same scale. This coeflicient had the advantage that:

(1) y=rX for all values of y; (2) that r is the same, whichever of the two values
is taken as the subject; (3) that r is always less than 1; (4) that » measures the
closeness of co-relation. (p. 145)

Galton had succeeded not only in making an important contribution to the understand-
ing of heredity, but also in providing the mathematical tools to explore a wide range of
phenomena. Although we have found no references to indicate that Galton was aware
of Spearman’s use of the correlation coefficient, if he was aware of Spearman’s work, he
likely would not have been surprised. In the introductory chapter of Natural Inheritance,
Galton (1889) commented that it would be worth the reader’s time to understand the
methodology he used in his study of heredity because of its wide application:

It familiarizes us with the measurement of variability, and with the curious laws of
chance that apply to a vast diversity of social subjects. This part of the inquiry may
be said to run along a road on a high level, that affords wide views in unexpected
directions, and from which easy descents may be made to totally different goals
to those we have now to reach. (p. 3)

Galton’s great contribution to statistical science—and the history of educational measure-
ment—was the phenomenon of regression to the mean and the powerful analytic tool cor-
relation. There is, of course, some controversy about attributing the discovery of correlation
to Galton, but at a minimum, he deserves credit for pointing out the broad usefulness of the
procedure in the social and biological sciences. His own words written in another context
describe his role in the history of correlation well: “It is a most common experience that what
one inventor knew to be original, and believed to be new, had been invented independently
by others many times before, but had never become established” (Galton, 1889, p. 33).

In addition to making direct contributions to the development of various fields of
science, Galton impacted scientific development through the influence he had on the
next generation of thinkers. One individual strongly influenced by Galton was Francis
Edgeworth; Edgeworth made important contributions to the development of the cor-
relation coefficient and wrote what may be the first discussion of the impact of mea-
surement error on test scores; we will discuss his work in detail in a subsequent section.
Another important follower of Galton was Karl Pearson.
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Karl Pearson

Galton’s concept of correlation is critical to classical test theory, but the specifics of the
coeflicient Galton created have long since been replaced by the more mathematically
tractable form presented by Karl Pearson. (Galton’s approach was based on median and
interquartile distance rather than mean and variance.) Although Pearson spent rela-
tively little time studying psychological measurement, his development of the product
moment correlation coefficient and his relationships with Galton and Spearman make
him a critical part of this history nonetheless.

Like Galton, Pearson (1857-1936) studied mathematics at Cambridge. Unlike Gal-
ton, who suffered a breakdown attempting to earn an honors degree, Pearson excelled
in those studies, ranking third “wrangler” in the competitive examination taken by all
Cambridge undergraduates studying math(s)." Pearson was an incredibly productive
researcher and author: The annotated bibliography of his works contains 648 entries
(Morant & Welch, 1939). Those hundreds of publications included important contri-
butions to statistics; he is responsible for the chi squared test (Pearson, 1900) and for
the product moment correlation coefficient (Pearson, 1896). Pearson presented the
correlation coefficient in the following form,

R = S(xy)/(no0,) (1)

crediting others with developing this equation; he used the bulk of his 1896 paper to
argue for the advantages of this formula.”

Pearson devoted much of his professional life to advancing Galton’s ideas. With Gal-
ton’s support, he founded and edited the journal Biometrika to advance the statistical
study of evolutionary biology. After Galton’s death, Pearson held the Galton chair in
eugenics, created with an endowment from Galton.

Pearson’s admiration for Galton is clear in the following quotation from a speech
Pearson delivered at a dinner in his own honor in 1934:

"on

“Road on a high level,” “wide views in unexpected directions,” “easy descents
to totally different goals”—here was a field for an adventurous roamer! | felt like
a buccaneer of Drake’s days. . . . | interpreted that sentence of Galton to mean
that there was a category broader than causation, namely correlation, of which
causation was only the limit, and that his new conception of correlation brought
psychology, anthropology, medicine and sociology in large parts into the field of
mathematical treatment. It was Galton who first freed me from the prejudice that
sound mathematics could only be applied to natural phenomena under a cate-
gory of causation. Here for the first time was a possibility—I will not say a certainty
of reaching knowledge—as valid as physical knowledge was then thought to be—
in the field of living forms and above all in the field of human conduct. (Pearson,
1934, pp. 22-23)

This speech also provides a vivid reminder of another part of Galton’s legacy that Pear-
son embraced:
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Buccaneer expeditions into many fields followed; fights took place on many seas,
but whether we had right or wrong, whether we lost or won, we did produce some
effect. The climax culminated in Galton’s preaching eugenics, and his foundation
of the Eugenics Professorship. Did | say “culmination”? No, that lies rather in the
future, perhaps with Reichskanzler Hitler and his proposals to regenerate the Ger-
man people. In Germany a vast experiment is in hand, and some of you may live
to see its results. (Pearson, 1934, p. 23)°

Correlational Psychology in 1900

Eight years after Pearson published his paper on the product moment correlation
coeflicient, Spearman began publishing the papers that Gulliksen referred to as con-
taining the formulas that are particularly useful in test theory. The content of those
papers warrants special attention, but before examining that content, it is appropri-
ate to consider the state of correlational psychology immediately before the publica-
tion of Spearman’s papers. Spearman’s methodological contributions to educational
measurement were enormous, but he was not the first to apply correlational meth-
ods to psychology.

The first of these earlier papers we consider was written by William Bagley. Bag-
ley (1901) tested schoolchildren using a range of what might be called physical
and mental tests. In general, he found no relationship (or inverse relationships)
between these measures. He specifically noted, “There seems to be little direct
relation between mental ability as represented by reaction times, and mental abil-
ity as represented by class standings” (Bagley, 1901, p. 205). Although Bagley’s
paper has the title On the Correlation of Mental and Motor Ability in School Chil-
dren, his approach to “correlation” was simplistic even in the context of the times.
He examined the relationships between his measures by dividing the first measure
into quintiles and averaging the values within each quintile. He then averaged the
corresponding values of the second variable for the students in those same quin-
tiles. The five pairs of numbers were then examined directly or plotted to deter-
mine whether any relationship existed.

Two additional papers from Psychological Review also provide examples of the
prior application of correlation in psychology. Clark Wissler’s Columbia University
dissertation was published in 1901. S. Lovie and Lovie (2010) suggested that this
was likely the first use of the product moment correlation coeflicient published in
a psychology journal. Wissler’s paper was an early example of the now-proud tradi-
tion of using undergraduates in psychology research. Starting with the hypothesis
that different measures of intelligence would be correlated, he reported on numer-
ous measures of physical and mental proficiency, including reaction time, accuracy
in marking out As in text, speed in marking out As in text, accuracy in drawing a
line, length and breadth of head, and class standing in numerous subjects. Contrary
to Wissler’s hypothesis, the strength of these relationships was modest except for
that between class standing in different subjects. Wissler recognized that “failure to
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correlate” may be “due to want of precision in the tests” (Wissler, 1901; p. 29) but
gave no serious consideration to how reliability might be calculated or used to adjust
the correlation.

The second of the two papers (Aikens et al., 1902) also presents relations between
measures of proficiency. The research shows a remarkable lack of statistical sophisti-
cation. The “correlations” that are presented have no clear relationship to the Pearson
product moment approach. Instead, they used what might be described as a make-
shift approximation. Again, the results show generally modest relations between the
measured proficiencies, and again, the paper lacks any consideration of how to eval-
uate the impact of systematic or random effects that might impact the correlation of
interest.

Charles Spearman

As a young man, Spearman had an interest in Indian philosophy and joined the army
with the hope of being stationed in India. In his 1930 autobiographical chapter, Spear-
man described the nearly 15 years he spent in the army as wasted, although it did give
him the opportunity to complete a 2-year “staft college.” Not long after completing
these studies, he resigned his commission and moved to Leipzig to study psychology
with Wilhelm Wundt. His studies were interrupted when he was recalled to the army at
the outbreak of the Boer War, but eventually he returned to Leipzig, completed his doc-
torate, and subsequently became a professor at University College London (P. Lovie &
Lovie, 1996; S. Lovie & Lovie, 2010; Spearman, 1930).

Spearman’s work focused on understanding the nature of intelligence. Although
his most enduring contribution to science may be the methodological tools he devel-
oped for correlational psychology and test theory, these tools were developed to
support empirical evaluation of the nature of intelligence and specifically to explore
the theory that there is a general factor that underlies all measures of intelligence.
Differences in reliability across tests impacted the observed correlations between
test scores. Much of Spearman’s methodological work was focused on accounting
for this effect.

We began this discussion of the developments that took place in England with Gul-
liksen’s reference to Spearman’s early papers (Gulliksen, 1950). The first of these papers
was “The Proof and Measurement of Association Between Two Things” (Spearman,
1904b). This was followed later in the same year by ““General Intelligence’ Objec-
tively Determined and Measured” (Spearman, 1904a). Both were published while
Spearman was still working on his dissertation in Leipzig. Interestingly, these papers
were unrelated to his dissertation work, which focused on spatial localization, a topic
more in line with Wundt’s program of research ( Jensen, 1998; Tinker, 1932). The first
paper introduced variations on the rank-order correlation coefficient and argued for
the advantages of correlation based on ranks rather than measures. It also presented
Yule’s (1897) formula for partial correlation, which Spearman stated he derived using
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an independent approach. Most importantly, the paper introduced the formula for
estimating true score correlation (p- 98)4:

po= P (2)

P N4 s ‘
o leq

In this equation, r,, represents the true score correlation between variables p and ¢,
ryy is the observed correlation between p and ¢, and the denominator on the right
side of the equation represents the square root of the product of the reliabilities for
p'and q’.

In discussing the importance of correction that this formula produced, Spearman
quoted a paper in which Pearson had concluded that “the mental characteristics in
man are inherited in precisely the same manner as the physical” (Spearman, 1904b, pp.
97-98). Spearman pointed out that if the observed correlations between relatives are
similar (which Pearson reported), the actual relationship must be substantially stron-
ger for the psychological characteristics because they are measured less precisely. This
criticism started a feud between the two University College London professors that
continued for nearly a quarter of a century.

Pearson’s immediate response to Spearman’s criticism was to republish the lecture
Spearman cited, adding an addendum responding to the criticism (Pearson, 1904). The
addendum attacked Spearman’s correction for attenuation because it was capable of pro-
ducing results that exceed unity and called on Spearman to provide algebraic proofs of
the formulas. Spearman responded to Pearson’s criticism in 1907 with a “Demonstration
of Formulae for True Measurement of Correlation.” That same year, Pearson published a
paper on methods for estimating correlation and again attacked Spearman’s work. In Pear-
son’s 39-page report (Pearson, 1907), Spearman’s name appears more than 20 times. This
creates the impression that the real motivation behind the publication may have had more
to do with attacking Spearman than with advancing the practice of correlational science.

The last of Spearman’s papers to make a major contribution to test theory, “Correla-
tion Calculated From Faulty Data,” was published in 1910. It again responded to Pear-
son’s criticisms and, more importantly, presented the Spearman-Brown formula,

rx[p],x[p]: P-Ix[q], x[q] ) (3)
qJF(p*q)rx[q],x[q]

In this formulation presented by Spearman (1910, p. 281), r,

x[q].xlq

ability of a test with 2¢i items (with i being any number), and

| represents the reli-
Ty paip) TEPresents the
reliability when the test comprises 2p; items.’ This formula represents a seminal con-
tribution to test theory. When the test length is doubled, the formula provides a basis
for estimating split-half reliability. As we will see, this framework led to conceptualizing
reliability in terms of interitem correlation and ultimately led to coefficient alpha.
Immediately following Spearman’s paper in the British Journal of Psychology was a
paper by William Brown (1881-1952; Brown, 1910a), which presents an alternative

proof for the same formula. Because of this, the names Spearman and Brown have
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been linked as though they were coauthors; that is an ironic misconception. The work
presented in Brown’s paper comes from his then-recently completed dissertation.
The dissertation was also published by the author (Brown, 1910b) and in modified form
as The Essentials of Mental Measurement (Brown, 1911). Much of the dissertation—
and the subsequent book—was an attack on Spearman. Both publications so carefully
documented Pearson’s criticisms of Spearman that even without Brown’s acknowledg-
ment—"Professor Pearson has very kindly read the entire thesis in proof, and made
several useful suggestions” (Brown, 1910b, p. 1)—it would be clear that Pearson and
not Spearman had influenced Brown’s work.

Spearman’s 1910 paper is a response to Pearson’s criticisms, and he clearly hoped to
minimize their differences, concluding, “On the whole, if we eliminate these misappre-
hensions and oversights, there seems to be no serious difference of opinion on all these
points between Pearson and myself” (p. 288). If this was intended as an olive branch,
it was one that Pearson did not accept; Pearson continued his attacks for years to come
(e.g., Pearson & Moul, 1927).

That said, there is one area in which Pearson and Spearman seem to have been in
agreement: They both fully supported the eugenics movement. The following quote
concisely captures Spearman’s views: “One can conceive the establishment of a mini-
mum index (of general intelligence) to qualify for parliamentary vote, and above all, for
the right to have offspring” (Hart & Spearman, 1912, p. 79).

Spearman’s Immediate Impact on Measurement

Despite Pearson’s criticism, Spearman’s ideas became widely accepted, although it is
difficult to make a clear statement about how fast that acceptance came about. Edward
Thorndike, Wilfrid Lay, and P. R. Dean published a paper in 1909 calling the conclu-
sions of Spearman (1904a) into question, but that same paper applied Spearman’s
correction for unreliability without comment. The authors appeared to accept Spear-
man’s methodology while rejecting the idea that the available evidence supported the
existence of “general intelligence.”

Two years later, A. R. Abelson—also at University College London—published an
extensive study on the development of a battery of tests. In this paper, Abelson used
Spearman’s methodology and provided what may be the first example of the use of reli-
ability coefficients to determine the number of items to include on a test form (Abel-
son, 1911).

By the middle of the 1920s, numerous researchers had published empirical studies
evaluating the accuracy of the Spearman-Brown formula. Using a variety of tests, the
researchers compared the predicted reliabilities to actual results produced by changing
the test length: Holzinger and Clayton (1925) did so using the Otis advanced mental
test, Ruch et al. (1926) used spelling words, and B. D. Wood (1926) used achievement
tests. The results left little doubt about the usefulness of the formula. Remmers et al.
(1927) extended these findings by applying the Spearman-Brown formula to rating
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scales and showing that the formula predicted the change in reliability as a function of
the number of raters completing the scale.

As we will discuss in a subsequent section, the formulations provided by Spearman
did much to shape thinking about reliability for the next SO years. Numerous research-
ers made substantial contributions, but the general approach based on correlation coef-
ficients and a conceptualization of reliability as split-half reliability remained intact.®

Psychophysics and the University of Leipzig

It would be difficult to write a history of educational measurement and not mention
the University of Leipzig. The fact that Charles Spearman received his doctorate from
Leipzig would be enough to ensure inclusion, but the university made a foundational
contribution to what would become educational measurement well before Spearman
arrived. Psychophysics can reasonably be viewed as the starting point for the empirical
study of psychology. Gustav Fechner’s (1801-1887) 10-year project that culminated
in his Elements of Psychophysics (1860/1966) may reasonably represent the first effort
to measure the psychological. In the process, he laid the foundations for psychological
scaling. Stigler (1999) also credited Fechner’s work as being the reason that psychology
was the first of the social sciences to incorporate statistical theory.

Fechner wasbornin 1801 in Lower Lusatia, part of the Holy Roman Empire. He moved
to Leipzig at the age of 16 to study medicine and stayed for the rest of his life. For the his-
tory of educational measurement, and more broadly psychology, the critical events took
place in 1850 when Fechner apparently had a kind of epiphany. As Stigler (1986) stated,
the stories of that epiphany are “colorful and dramatic” (p. 243). The dramatic aside, Fech-
ner’s interest not only in physics but also in philosophy and psychology led him to think
about the relationship between physical energy and psychological energy; his insight was
that if it is possible to measure physical energy, it must also be possible to quantify the
corresponding psychological energy. Fechner took inspiration from the work of Ernst
Weber (1795-1878), who was also at the University of Leipzig. Weber had done earlier
work on discriminating between physical stimuli and had concluded that the magnitude
of a just noticeable difference was a fixed proportion of the base stimulus (Boring, 1950).
The study of just noticeable differences can take many forms. For example, a subject might
be asked to lift two weights—which outwardly appear identical—and report on whether
they are of equal weight or if one is heavier than the other. Obviously, if the difference
in the two weights is small enough, it will generally not be perceived. As the difference
increases, the probability that it will be perceived increases. Weber’s law (sometimes
known as the Weber-Fechner law) posits that the ratio of the difference between the two
weights (A7) and the base weight (/ ) is a constant ( £ ):

g:

L = k (4)

Put another way, as the base weight of the objects increases, the difference in weight
between the objects must increase proportionally to have the same probability of being
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noticed. As we will discuss in more detail in the section on scaling, Fechner modified
this relationship by basing it on the logarithm of the stimulus.

For the bulk of Fechner’s work in this area, he experimented with discriminating
between weights. He used apparently identical containers, one of which represented the
base weight and the other of which would have an additional weight placed inside. For
a given pair of weights, the relevant metric was the number of correct responses divided
by the number of trials. The resulting Weber-Fechner law was a central result reported in
the Elements of Psychophysics (Fechner, 1860/1966), but the real contributions of Fech-
ner’s work are methodological. Over time, both the accuracy and the generalizability of
the law have been called into question, but the general approach Fechner used provided
a model for subsequent work in psychophysics, and more importantly, Fechner intro-
duced research design and statistical analysis into the practice of psychology.

Fechner recognized that a wide variety of factors could impact his results: which hand
was used, which weight was presented first, the subject’s level of fatigue. To account for
these sorts of effects, he used balanced factorial designs that allowed him to not only
account for the effect across repetitions of the experiment, but also directly estimate
the effect of different conditions. For example, he might have a subject lift the same two
weights with both the right and the left hands. Although Fechner did not use random
sampling, Stigler described the Elements of Psychophysics (Fechner, 1860/1966) as the
most comprehensive treatment of experimental design to appear before R. A. Fisher’s
(1935) Design of Experiments was published 75 years later.

In imagining Fechner’s (1860/1966) experiments, it may be easy for the reader to
envision a laboratory in which undergraduates queued up to participate in replications
in which they lifted weights. This would be far from the reality. Much of Fechner’s work
was carried out with Fechner as the only subject—a subject who knew which container
contained which weight.

After Fechner retired from lecturing, Wilhelm Wundt came to the University of
Leipzig. Wundt continued the psychophysical program of research and established the
Institute for Experimental Psychology. This would become the world’s first graduate
program in psychology.

Alfred Binet

In the early 1900s, when Spearman was publishing the papers that provided the foun-
dation for test theory, Alfred Binet (1857-1911) was publishing a series of papers that
provided a foundation for the practice of intelligence testing. Although Binet worked as
a psychologist for decades, these papers and the scale they describe are the reason his
name is so widely recognized.

Binet studied law; he received his license in 1878, but was unhappy with his career
choice and began reading psychology at the Bibliotheque nationale, where he became
familiar with Galton’s work. In 1882, he met Jean Martin Charcot and Charles Féré and
began working in Charcot’s laboratory observing and experimenting with the effects of
hypnosis on hysteria. In 1887, Binet published a monograph with Féré entitled Le mag-
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netisme animal. During that year, he also became a student at his father-in-law’s labora-
tory of embryology at the College de France. At the laboratory, he spent several hours
per week practicing dissection. The results of this work provided the basis for Binet’s
doctoral dissertation, A Contribution to the Study of the Subintestinal Nervous System of
Insects (Wolf, 1973).

During this time, Binet acted as an outspoken supporter of Charcot’s ideas about
hypnosis. As the debate over these ideas became more heated, the relatively young
Binet found himself in an unenviable and untenable position and eventually sev-
ered his relationship with Charcot. In search of a new institutional affiliation, Binet
requested a staff position at the Laboratory of Physiology and Psychology at the Sor-
bonne. In 1894, he became director of the laboratory and in collaboration with the
previous director founded the first French psychology journal, Lannée psychologique
(Wolf, 1973).

During the latter part of his career, Binet had several less senior collaborators; the
most noteworthy of these was Theodore Simon. When Simon approached Binet, he had
completed medical school studies and needed a thesis to finalize his degree. At the time,
Simon was an intern at the colony for children and adolescents with intellectual disabil-
ities at Perray-Vaucluse. Rather than accept Simon into the laboratory outright, he chal-
lenged him to return to the colony and take a series of measurements of each of the 223
boys in the institution and report descriptive statistics for each measure by age group.
Several months later, Simon returned, with his analyses completed, and was accepted by
Binet; the measurements formed the basis of the thesis for his medical degree.

At the same time that Simon became Binet’s assistant, Binet was asked to become
part of the Societe libre pour I'etude psychologique de I'enfant. The society was subse-
quently asked to form a commission on the education of children with intellectual dis-
abilities. Part of the commission’s charge was to develop a means of identifying children
who would benefit from being educated outside the regular classroom. As Binet and
Simon described it (1916),

In October 1904 the Minister of Public Instruction named a commission which was
charged with the study of measures to be taken for insuring the benefits of instruc-
tion to defective children. . .. They decided that no child suspected of retardation
should be eliminated from the ordinary school and admitted to a special class,
without being subjected to a pedagogical and medical examination from which it
could be certified that because of the state of his intelligence, he was unable to
profit, in an average measure, from the instruction given in the ordinary schools.

(- 9)
They go on to say that such decisions about placement

have at all times too much the nature of the arbitrary, of caprice, of indifference.
Such a condition is quite unfortunate because the interests of the child demand
a more careful method. To be a member of a special class can never be a mark
of distinction, and such as do not merit it, must be spared the record. (pp. 9-10)
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As aleader of the society, Binet was appointed to a commission and spent much of the
remainder of his career (and his life) working on this problem.

Between 1905 and 1911, Binet and Simon published a series of papers in Lannée
psychologique that outlined the problem and recorded the effort they made to develop
an instrument to identify children with intellectual disabilities.” They began by review-
ing the state of the art for such diagnosis, arguing that at the time diagnosis was typically
carried out by physicians who based their conclusions on physical symptoms. Binet and
Simon asserted that causes such as birth trauma or hydrocephalus may result in disabil-
ity, but they do not explain the extent of the intellectual deficit. They cited a number of
diagnostic frameworks with categories such as hydrocephalic idiocy, epileptic idiocy, and
traumatic idiocy. They then argued that even when previous researchers had provided
diagnostic criteria based on observable manifestations of intelligence, the criteria had
been too vague to be useful. For example, one system stated that “in profound idiocy
‘the attention is fugitive, while in imbecility, ‘the attention is fleeting” (Binet & Simon,
1916; p. 23).

In their next paper, also in 1905 (included in Binet & Simon, 1916), Binet and
Simon laid out a synthetic approach including psychological, pedagogical, and medi-
cal methods. They began their description of the psychological method by admitting
the limitations on measurement when it is applied to intelligence: “The scale properly
speaking does not permit the measure of intelligence, because intellectual qualities
are not super-posable, and therefore cannot be measured as linear surfaces” (Binet &
Simon, 1916; p. 40).

They noted that previous researchers had built their approaches on theory. By con-
trast, Binet and Simon made practical decisions in constructing their scale. They tried
many tests and retained those that proved useful. They designed their individual tests
to be administered quickly to avoid fatigue or loss of interest on the part of the child.
Finally, they described what we would now refer to as standardized conditions for
the tests: “The examination should take place in a quiet room”; “the child should be
called in without other children”; when the child is introduced to the experimenter, “he
should be reassured by the presence of someone he knows”; and so on (Binet & Simon,
1916; p. 44).

Binet and Simon then presented procedures for carrying out 30 tests. At the simple
end of the continuum, the experimenter was instructed to move a lit match across the
subject’s field of vision and record whether he or she followed it visually. They assessed
“recognition of food” by alternately presenting a piece of chocolate and a similarly shaped
piece of white wood. The most sophisticated test required the subject to define abstract
terms: for example, “What difference is there between weariness and sadness?”

Binet and Simon followed this description of their procedures with a 90-page report
on applications of their new method. Binet’s contribution to educational measurement
may be viewed as more of a contribution to practice than to theory. That said, the pre-
sentation of the original Binet—Simon scale included methodological and conceptual
breakthroughs that have been enormously important. The first of these is empirical eval-
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uation of tests (items) for inclusion in the scale. Binet and Simon tried out numerous
tests and retained those that discriminated between children of different ages. Although
they did not have sophisticated mathematical models to guide them, their approach
to evaluating test material was a precursor to the item characteristic curves that would
become an essential part of IRT.”

The second conceptual contribution that Binet and Simon made was the idea of a
norm-referenced interpretation of the scores. Although the samples that were used for
the development of their original scale were small—often in the range of 8 to 15 chil-
dren for a specific age group—they attempted to use children who would be described
as average for their age. Admittedly, this seems quaint when compared to the approaches
to norming examinations that were used later in the century, but conceptually Binet and
Simon provided the starting point for this practice.

The remainder of the work on the Binet-Simon scale was published in 1908 and
1911 (see Binet & Simon, 1916). Both papers describe revisions. In the present context
the details are unimportant, but there are two issues that remain salient in the context
of intelligence testing. The first is the recognition that these tests are sensitive to educa-
tion; they are not tests of innate intelligence. One motivation for revision was to remove
(sub)tests that were particularly sensitive to education. The second issue is the extent to
which scores are influenced by “social conditions.” In the 1911 paper (included in Binet
& Simon, 1916), they discussed the work of other researchers who applied their meth-
ods and found that many of the children performed well above their age level. They
hypothesized that the differences resulted from the fact that the second set of children
were from more affluent conditions. Clearly, concern about bias in intelligence testing
has a long history.

One final contribution from Binet is an early conceptualization of what we now think
of as adaptive testing. Binet recognized that there was little value in administering a test
that was very difficult or very easy for the child. He instructed the administrator to move
quickly through tasks that were easily mastered by the child or skip them altogether if
other evidence from interacting with the child made it clear that the tests would not be
useful. Clearly, this practical approach that focused on maintaining the child’s attention
is a far cry from the statistically sophisticated approaches that are currently available
for adaptive testing, but it shows that an understanding of the value of matching item
difficulty to test-taker proficiency was present from the early part of the 20th century.

Taken together, the work that went on over a century ago in England, Germany, and
France did much to provide the theoretical foundation of educational measurement. In
the next section, we describe how that foundation led to the widespread use of intelli-
gence tests in the United States and how that use has impacted and continues to impact
the field of educational measurement.

THE RISE OF INTELLIGENCE TESTING IN AMERICA

Clearly, the development of educational measurement in the 20th century was tightly
linked to intelligence testing. Spearman’s main interest in test scores was as a means
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of understanding human intelligence, and Binet’s motivation was the assessment of
intelligence in schoolchildren. In addition to these more obvious connections, one of
the earliest efforts to systematically quantify intelligence had its methodological roots
in Leipzig.

James McKeen Cattell

In 1882, James McKeen Cattell (1860-1944) won a fellowship to study philosophy
at Johns Hopkins. At Hopkins, he worked in G. Stanley Hall’s psychology laboratory,
where he measured the time in milliseconds it took subjects to recognize letters of the
Latin alphabet (Sokal, 1990). After a year at Hopkins, Cattell moved to Leipzig to work
onadoctorate at Wundt’s laboratory, again studying reaction time. When he left Leipzig,
he moved to England to study medicine. In England he met Galton, who was actively
working on collection and analysis of anthropometric data (Galton, 1884). Both the
reaction time work and anthropometric measurement influenced Cattell’s contribution
to the history of intelligence testing. In 1891, Cattell moved to Columbia University
and established a psychology laboratory; 3 years later, he began testing each student
entering Columbia College. The testing program went on into the beginning of the new
century. Ultimately, some of these data were analyzed by Clark Wissler (1901) using
product moment correlations. The results (which again showed few relations among
scores from the different tests) put an end to Cattell’s program of research and sub-
stantially deterred the use of psychophysical measurements in subsequent intelligence
testing (Sokal, 1990). These results ended Cattell’s testing program but did nothing
to undermine the perceived need for measures of intelligence. As we discussed in the
previous section, in 1905 Binet and Simon began publishing work to fill that need, and
it was not long before Henry Goddard started to apply Binet and Simon’s methods in
the United States.

Henry Goddard

Like Cattell, Henry Goddard (1866-1957) studied with G. Stanley Hall, earning his
doctorate under Hall in 1899. In 1906, Edward Johnstone, superintendent of the New
Jersey School for Feeble-Minded Boys and Girls in Vineland, offered to build Goddard
alaboratory if he would come to Vineland to conduct research. Goddard spent the next
2 years working with the diverse population at Vineland and came to conclusions sim-
ilar to those described by Binet and Simon in their 1905 paper (see Binet & Simon,
1916). Both in France and in the United States the main responsibility for such children
fell to physicians, and in both countries the diagnostic classifications and criteria were
all but useless.

In 1908, Goddard set out on a tour of Europe in search of more useful approaches,
and while in Belgium he came across the intelligence tests developed by Binet and
Simon. Goddard’s experience at Vineland put him in a position to see the value of
Binet’s work, and when he returned to New Jersey he translated the tests and began
to use them. The resulting scale agreed with the impressions of the Vineland staff
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who had direct experience with the children, and Goddard rapidly became a convert.
By 1910, Goddard had used the Binet-Simon method extensively. That year, at
Goddard’s urging, the Classification Committee of the American Association for the
Study of the Feeble-Minded adopted the method. This was a turning point for intelli-
gence testing because it represented formal acceptance of the approach within the med-
ical community (Zenderland, 1990, 1998).

Although Goddard’s immediate challenge at Vineland had to do with decisions
around educational placement for children, his interest in feeblemindedness broad-
ened quickly. In 1911, he used the Binet—Simon test in public schools. By 1913,
he had tried out the tests at Ellis Island (Zenderland, 1998). At that point, he had
already published his eugenically motivated book, The Kallikak Family (Goddard,
1912). Kallikak was a pseudonym for a family that Goddard studied; at the time,
Deborah Kallikak lived at Vineland. The book was a kind of mirror image of Galton’s
Hereditary Genius; instead of tracing recurrent instances of genius within the same
family, Goddard traced instances of mental deficiency within a single family. Inter-
estingly, although the book highlights the cost to society of such families, Goddard
also advocated for the positive results that would be produced by what he viewed as
appropriate education.’

Goddard was not alone in his interest in the Binet—Simon scale. In 1911, Lewis Ter-
man published an account of his application of the scale with 400 children. And before
Terman published the first version of the Stanford—Binet scale there were at least four
other English translations and revisions (Hilgard, 1989). In addition to having contin-
ued in use through multiple revisions, Terman’s version of the test popularized the use
of the intelligence quotient (IQ)."® This work by Goddard and Terman positioned them
both to make contributions when the entrance of the United States into World War I
led to a new application for intelligence testing.

Robert Yerkes and Mental Testing in the Army

There can be little doubt that the large-scale use of group intelligence tests during
the First World War did much to raise the profile of psychology as a profession
and testing as an accepted part of American life. Several authors have called into
question the extent to which the test results were used to make important deci-
sions about recruits (e.g., Gould, 1996; Minton, 1990), but there is no question
that the army testing program demonstrated the potential for large-scale testing.
Although numerous individuals shaped the project, it was led by Robert Yerkes
(1876-1956). When Woodrow Wilson went before Congress to ask for a declara-
tion of war, he also asked that universal conscription be instituted to provide the
necessary manpower to wage war. Yerkes, the president of the American Psycho-
logical Association (APA), saw an opportunity. It is impossible to know to what
extent he saw that opportunity as a chance for psychologists to contribute to the
war effort and to what extent he may have been motivated by a desire to raise the



The History of Educational Measurement

profile of psychology as a profession—and, with it, his own standing. Any combi-
nation of these motivations may have existed.

Weeks after the declaration of war and before the draft was approved, Yerkes called
a meeting of the APA’s executive council in Philadelphia. At the meeting, the council
approved the formation of an APA Committee on Methods of Psychological Examining
of Recruits. The committee met the next month at Vineland (Samelson, 1990; Yoakum
& Yerkes, 1920). The group represented a who's who of intelligence testing, including
Yerkes, Goddard, Walter Bingham, and Terman. At this time, intelligence tests were
typically individually administered, and the initial plans were based on this model. The
committee quickly realized that an alternative was needed and within weeks they had
developed a prototype for a standardized, group-administered test that could be efhi-
ciently administered and scored.

Although the prototype for the army test was put together relatively quickly, it went
through various stages of revision and evaluation. After revision, 10 tests remained.
These tests were administered to approximately 5,000 men in the U.S. Army and
National Guard, as well as samples from “institutions for the feeble-minded,” officer
training schools, and colleges and universities. The papers were then sent to Columbia
University to be evaluated by a group led by E. L. Thorndike “to check their validity,
reliability and significance” (Yoakum & Yerkes, 1920, p. S).

The proposal for widespread testing of recruits with what was termed the Army Alpha
was accepted and a school was established for training in military psychology; by the
end of the war on November 11, 1918, approximately 120 officers, 300 enlisted men,
and 500 clerks were involved in the examination effort. Yoakum and Yerkes (1920)
stated (with impressive precision) that 1,726,966 men were examined.

The Army Alpha

The Army Alpha represented a pivotal point in the development of educational mea-
surement in the United States. It represents the beginning of truly large-scale testing
and widespread use of intelligence tests. It also provides results that fanned the flames
of the eugenics movement and led to the antitesting movement.

As we noted, the committee working on the test quickly came to the realization that
a group test was needed. This decision was critically important, but it was not unprec-
edented. In 1913, William Pyle published The Examination of School Children; this was
likely the first group intelligence test. It was based on simple constructed response for-
mats (Weinland, 1973).

A second important contribution that impacted the development of Army Alpha was
made by Frederick Kelly. In 1915, Kelly published The Kansas Silent Reading Test. He
was concerned about the unreliability of teachers’ marks; he had written his disserta-
tion on the topic. Kelly also hoped to reduce the time and effort required for adminis-
tration and scoring of tests. Working at the State Normal School at Emporia, Kansas,
and then as dean of education at the University of Kansas, he developed an item type
that allowed for selection rather than construction of responses. The following two
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items qualify as icons in the field of educational measurement in that they are two of
the first multiple-choice questions ever published:

Think of the thickness of the peelings of apples and oranges. Put a line around the
name of the fruit having the thinner peeling.

apples oranges
Three words are given below. One of them has been left out of this sentence: |
cannot the girl who has the flag. Draw a line around the word which is
needed in the above sentence.

red see come

Although some parts of the Army Alpha required simple constructed responses—How
many men are 30 men and 7 men?” (Yoakum & Yerkes, 1920, p. 206)—most used the
multiple-choice format.

A final contribution that impacted the development of the Army Alpha was made by
Arthur Otis (1886-1964). In 1917, Otis was a graduate student at Stanford Univer-
sity, working with Terman. Otis had developed a group intelligence test and Terman
brought a copy of the unpublished manuscript to Vineland (Yoakum & Yerkes, 1920).
Yerkes’s committee, working at Vineland, reviewed hundreds of published tests and ulti-
mately modeled the Army Alpha on Otis’s work. Otis interrupted his graduate studies
to participate in the development and administration of Army Alpha. He published his
version of the test in 1918 (Otis, 1918a, 1918b). After the war, Otis finished his degree
and joined the World Book Company,'" which published the Otis Group Intelligence
Scale in 1920 and the Otis Self-Administering Tests of Mental Ability in 1922.

Terman, Peacetime Intelligence Testing, and Controversy
Whether the Army Alpha was used for important decisions and improved the efficiency of
the war effort may be in question, but there is little doubt that the demonstration of large-
scale intelligence testing provided support for the intelligence testing movement in the
United States. Application of testing in the army took a back seat until the United States
entered the Second World War, but group tests were rapidly adopted by school systems.
By 1922, there were more than 40 group intelligence tests being published and in the
1922-1923 school year more than 3 million students were tested (Weinland, 1973). This
number continued to rise and large-scale use of intelligence tests continued for decades.

In addition to publishing extensively and developing tests, in 1921 Terman began
what is one of the longest-running longitudinal psychological studies in history."* Ter-
man identified 1,000 “gifted” children from California with the intention of following
them as they grew. The study was intended to provide information about the extent to
which childhood IQ scores predicted later success in education and careers. The first
results were reported in 1925 (Terman et al., 1925) and the sixth report on the gifted
group in later maturity was published in 1995 (Holahan et al., 1995)."

As a, if not the, leading figure in intelligence testing at the time, Terman was soon at
the center of the controversy that arose around testing. In 1922, Walter Lippmann—
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author and cofounder of the New Republic—wrote a six-part attack on intelligence test-
ing (Lippmann, 1922a, 1922b, 1922c, 1922d, 1922¢, 1922f). Much of the content of the
articles was specifically targeted at Terman. Lippmann (1922b) began with an effort to
ridicule testing by focusing on the apparent absurdity of using the results of the Army
Alpha test to conclude that the average American adult had the intelligence of a 14-year-
old. Lippmann (1922c) then raised concerns about the potential of the tests to stigma-
tize children. He also expressed concern that rather than motivating remediation, low
scores may provide justification for failing to provide the resources needed for education
(Lippmann, 1922d). He moved on to argue against the conclusion that intelligence—
as measured by these tests—is inherited and largely unchanged over time (Lippmann,
1922e). Lippmann concluded by suggesting that psychologists should abandon intelli-
gence testing and “save themselves from the reproach of having opened up a new chance
for quackery in a field where quacks breed like rabbits” (Lippmann, 1922f, p. 10).
Considering that they were written for the popular press, Lippmann’s articles (1922a,
1922b, 1922¢, 1922d, 1922, 1922f) included a surprising amount of technical detail. He
criticized the appropriateness of the norming group used for the Stanford-Binet (Lip-
pmann, 1922a). He argued that the results of the Army Alpha were manipulated by the
decisions made about the time limits for the individual tests and that it was impossible to
conclude that the intelligence measured by the tests is inherited because so much learning
occurs before the age of 4, when these tests were first administered (Lippmann, 1922b).
Terman’s response to Lippmann began mockingly:

After Mr. [William Jennings] Bryan had confounded the evolutionists, and [the flat
earth advocate] Voliva the astronomers, it was only fitting that some equally fear-
less knight should stride forth in righteous wrath and annihilate that other group
of pseudo-scientists known as “intelligence testers.” Mr. Walter Lippmann, alone
and unaided, has performed just this service. That it took six rambling articles to
do the job is unimportant. It is done. The world is deeply in debt to Mr. Lippmann.
So are the psychologists, if they only knew it, for henceforth they should know bet-
ter than to waste their lives monkeying with those silly little “puzzles” or juggling
IQ’s and mental ages. (Terman, 1922, p. 116)

In responding to Terman, Lippmann moved from attacking testing to attacking Terman,
with lines such as “Mr. Terman’s logical abilities are so primitive that he finds this point
impossible to grasp” (Lippmann, 1923, p. 146). Lippmann’s views aside, intelligence test-
ing and the view that intelligence was inherited continued to grow during the 1920s.

Intelligence Testing and Eugenics

Educational measurement had its foundation in the work of Galton and Spearman,
both committed eugenicists. During the first 2 decades of the 20th century, the eugenics
movement was becoming well established in both England and the United States.
Although we are not aware of evidence to suggest that the Army Alpha was motivated
by eugenics, after the war, when detailed accounts of the test were published (Yerkes,
1921; Yoakum & Yerkes, 1920), the results certainly fanned the flames of that move-
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ment. Two types of results produced particular controversy. First, the very large sample
of recruits allowed for examining differences across race and ethnicity. Substantial dif-
ferences were apparent between Black and White recruits. Similar differences were also
observed between recruits who had recently arrived in the United States from eastern
and western Europe. These results could not have been more in line with the expecta-
tions of the eugenicists who believed that White western Europeans were of superior
stock. Both Henry Goddard and Carl Brigham (1890-1943)—psychologists who had
worked on the Army Alpha during the war—republished these results in the form of
arguments for a eugenic solution. Brigham’s (1923) A Study of American Intelligence was
particularly strident."*

Goddard and Brigham were far from the only psychologists of this era who embraced
eugenics. Truman Kelley was a member of the advisory council to the Eugenics Com-
mittee of the United States of America (1. Fisher, 1923). Psychologists testified before
Congress in support of restrictive immigration laws (although there is little evidence
that their testimony was a significant factor in passing these already popular measures;
Sokal, 1990). Yerkes and Thorndike were members of a Eugenics Record Office com-
mittee on the inheritance of mental traits (Zenderland, 1998). In 1927, eugenics had
become sufficiently well accepted that the Supreme Court ruled in favor of a Virginia
law allowing for compulsory sterilization of individuals with intellectual disabilities. In
writing the nearly unanimous decision, Oliver Wendell Holmes stated that “three gen-
erations of imbeciles are enough.”

There can be little doubt that the decision to uphold compulsory sterilization and the
restrictive immigration policies did irreparable harm and that intelligence testing and
testers were closely aligned with these efforts. Nonetheless, it should be kept in mind
that, at the time, these were popular positions. In addition to Oliver Wendell Holmes,
the list of public figures who wrote in support of eugenics includes Winston Churchill,
Margaret Sanger, and Helen Keller'*—to name just a few. Views about eugenics changed
dramatically after the Second World War when the Nazi plan to implement eugenics
through mass extermination became public. Although intelligence testing continued,
the link to heredity (and eugenics) received much less attention. It is difficult to know
what the key figures in testing believed about eugenics in the second half of the 20th
century; few advocated for it publicly.

Intelligence and Race

The controversy over intelligence testing came back with force in the late 1960s
when Arthur Jensen began publishing on racial differences in intelligence. In 1969,
Harvard Educational Review published alengthy article by Jensen along with a series
of invited responses from other psychologists. Jensen argued that the failure of
compensatory education programs (such as Head Start) to produce lasting effects
on IQ and achievement raised questions about the assumptions that supported
development of these programs. In subsequent books and papers, Jensen further
developed the idea of general intelligence (a view similar to Spearman’s), argued
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that a substantial proportion of the variance in IQ is the result of inheritance, and
stated that the observed differences in IQ scores across racial groups cannot be
explained by test bias.

Jensen’s work attracted considerable attention both within the scientific community
and with the general public, and he was accused of being a racist. Public speaking
engagements were disrupted or canceled because of threats of disruption. At one point
his university hired a bodyguard for him and his mail was routinely screened for bombs
(Robinson & Wainer, 2006). Over the next 25 years, numerous books were published
on both sides of the controversy.

The controversy over IQ, inheritance, and differences in racial and socioeconomic groups
continued for over 2 decades. Jensen was not alone in advancing what was considered
inflammatory research on IQ and race. He was also not alone in publishing outside academic
journals in newspapers and magazines that were certain to produce a public response. Rich-
ard Herrnstein (1971) published in the Atlantic Monthly and Linda Gottfredson (1994)
published in the Wall Street Journal. As with Jensen, publishing on this topic led to calls
for removal from their respective universities. Gottfredson (Wainer & Robinson, 2009)
lost funding for her position at Johns Hopkins shortly after she began this line of research.
Gottfredson (Wainer & Robinson, 2009) and Jensen (1980) also clearly believed that they
were excluded from some of the top-tier journals in their fields, not because of the quality of
their research, but because of the controversial nature of their results. This may have moti-
vated their decision to make the discussion not only public but also high profile by publish-

ing outside the academic literature. Alternatively, it may be as Cronbach (1975) wrote:

Scholars typically welcome the widest possible attention to their views because
they cherish the ideas and because they prize visibility and influence. What won-
der, then, that a scholar given his once-in-a-lifetime moment in the public eye will
seek to make the moment memorable? (p. 12)

Although publication in this area has continued (e.g., Gottfredson, 2018), the last
high-profile contribution to the public controversy came when Herrnstein and Charles
Murray (1994) published The Bell Curve: Intelligence and Class Structure in American Life.
This book became a New York Times bestseller and drew immediate attack within the
mainstream press (Gould, 1996). Although this resurgence of the controversy no doubt
sold many books and magazines, it is unlikely that it changed many minds. It does seem
likely that the controversy created an unpleasant association between testing and racism
and may have done more than a little to motivate the current antitesting movement.

In this section we saw how the development of the Army Alpha impacted the practice
of assessment. In the next section we look more broadly at how other federal programs
and legislation have impacted educational measurement.

7
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THE INFLUENCE AND IMPACT OF U.S. GOVERNMENT
INVOLVEMENT IN ASSESSMENT

As we discussed in the previous section, World War I provided a context for the intro-
duction of large-scale standardized testing in the United States. The Army Alpha was,
however, only one of the government-initiated programs that have impacted the theory
and practice of testing. In this section we consider how both ongoing Department of
Defense funding and federal legislation have continued to impact educational measure-
ment.

It is not surprising that with the U.S. entrance into the Second World War the army
would again turn to psychologists to help with the challenge of selection and placement
created by the need to turn millions of enlisted men into a functioning army. By 1941,
the idea of using tests for selection and placement in industry (and the military) was
well established. There was an opportunity for psychologists to contribute to the war
effort and at the same time advance the field. One of the most noteworthy individuals
driving that effort was John Flanagan.

John Flanagan and the Aviation Psychology Program

Flanagan (1906-1996) had an impressive academic pedigree. As a high school sci-
ence teacher, he attended summer psychology courses taught by E. L. Thorndike.
He then left his teaching position in the late 1920s to study psychology at Harvard
University, earning his degree under Truman Kelley. Flanagan then joined the Coop-
erative Test Service of the American Council on Education. During his time with the
Cooperative Test Service, he produced one of the first significant expositions on test
equating (Flanagan, 1939), which developed into the chapter on equating in the first
edition of Educational Measurement (Flanagan, 1951). This chapter may well have
been the first comprehensive presentation of the subject. Flanagan examined the
importance of form development and comparable application of test specifications,
as well as appropriate assignment of items to forms to support score comparability.
He considered statistical approaches to equating as well as providing recommenda-
tions for the statistical machinery of equipercentile equating and arguing against the
use of regression functions for equating because they provide an asymmetric link
between test forms (Flanagan, 1951). Despite these significant contributions to
the field, Flanagan is likely best known for his work on psychological testing during
World War II, including development of the critical incident technique, which has
been widely used in developing specifications for credentialing examinations and is
still used in the early 21st century.

Like many of the other figures we have discussed, Flanagan’s early work was tied to
the eugenics movement. His initial experience in military research began in 1938 when
he was hired by Frederick Osborn to conduct a study of the factors responsible for deci-
sions regarding family size made by Army Air Corps officers and their wives (Flanagan,
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1942). The foundation commissioning the study was concerned that Army Air Corps
pilots—“considered the ‘cream of the crop’ genetically”—were having small families.
The intention of the research was to identify “incentives to encourage them to have
more children” (Capshew, 1999, p. 107).

This work led to Flanagan’s commission in the U.S. Army Air Corps in 1941 to lead
the Aviation Psychology Program. Under his leadership, more than 150 psychologists
were similarly commissioned and contributed to the program, with more than 1,400
individuals contributing throughout the war (“APF Gold Medal Awards,” 1993). The
extensive work of the Aviation Psychology Program of the Army Air Forces is docu-
mented in 19 volumes describing studies in development and analysis of criterion
measures, rating scales, checklists, and materials developed based on critical incident
reports. The Aviation Psychology Program introduced criterion-referenced testing and
test validation approaches based on performance. The validity research included com-
parisons of test results with data collected during training and subsequent performance
in the field (Shields et al., 2001).

After working on the Osborn study, Flanagan was sponsored by the National
Research Council to develop the Aviation Cadet Qualifying Examination, a test for
classifying aircrew candidates. The examination was initially implemented shortly
after the 1941 attack on Pearl Harbor (Staff, Psychological Branch, Office Air Surgeon,
1944 ). These tests were initially used for cadet selection and subsequently for place-
ment into specific aircrew roles. The novel contribution introduced by Flanagan’s team
relied on the rapid development and validation of a complicated assessment battery.
The assessment sorted participants into role-specific stanines for navigator, bombar-
dier, and pilot roles, based on a combination of performance-based assessments (e.g.,
finger dexterity and rudder control), personality, and knowledge/proficiency tests.
Validity evidence for the predictive power of these assessments was gathered through
training measures (Did the individual successfully complete training?) and measures
of success or failure in combat, including ratings, awards, errors, and survival (Flana-
gan, 1948).

A second research project, conducted during this period under the auspices of the
Army Air Forces Aviation Psychology Program, represents a rarely possible textbook
example of validity research for a selection procedure. This study was designed to evalu-
ate the procedures and measures for selecting pilots and aircrew to maximize the match
between their strengths and their assigned roles. The research reports of the Army Air
Forces Aviation Psychology Program (“The Experimental Study of a Thousand Appli-
cants Sent Into Pilot Training”) described how approximately 1,050 men were assigned
to pilot preflight school without consideration of their performance on the Army Air
Forces qualifying examination battery. They were then enrolled in basic training and
primary/advanced flying schools, with some eventually receiving ratings as qualified
pilots. “Two-thirds of the men with stanine scores of 8 or 9 completed the program,
while fewer than 3% of those with stanines 1 or 2 did so” (Jones, 2007, p. 604). Jones
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also noted that the predictive value of the test was substantially reduced when applied
to subsequent performance. The more than 20:1 ratio for completing training was
reduced to less than 2:1 in a follow-up study predicting accidents associated with pilot
error. And although follow-up during combat was plagued with problems arising from
incomplete data, it was impossible to demonstrate that higher scores were associated
with superior outcomes in combat.

Postwar Developments

The practical work that went on during the war continued to have a significant impact
afterthe warended. The formalization of the criticalincident technique, an evidence-based
test design approach used during the war to identify effective actions taken by officers,
led to the development of the “critical requirements” of combat leadership for the U.S.
Army Air Forces (Flanagan, 1954) and then to a set of procedures that have been broadly
used in the construction of credentialing examinations. Robert Thorndike (1947, 1949)
went on to devise methodologies for developing a personnel testing program based on
his work in the Army Air Forces. These reports detail methods and considerations for
performing job analysis, developing aptitude tests (pilot testing, validation, revision),
criterion validation, developing composite scores from test batteries, and assessing reli-
ability. Many of the individuals who participated in the Army Air Forces became leaders
in the civilian research community—some, like Flanagan and Thorndike, were officers,
whereas others, like William Angoff, participated as enlisted men (Jones, 2007).

Department of Defense Support for the Development

of Modern Test Theory

Beginning during the Second World War and continuing through the 1990s, the
Department of Defense supported a series of projects that advanced the develop-
ment of what would become known as item response theory. The book Measurement
and Prediction (Stouffer et al., 1950) —published after the war—includes a chapter
on Paul Lazarsfeld’s (1901-1976) wartime work on latent structure analysis. That
work provided a basis for the conceptual and statistical development of IRT (e.g.,
Bock, 1997; Lord, 1952). In the 1950s, the U.S. Air Force School of Aviation Medi-
cine supported Allan Birnbaum’s development of the logistic form of the one-, two-,
and three-parameter IRT models (Birnbaum, 1957, 1958a, 1958b). The Office of
Naval Research supported the writing of Lord and Novick’s (1968) volume that
became a nearly sacred text for measurement experts and made Birnbaum’s work
widely available. The Office of Naval Research (along with other government agen-
cies) also helped to move IRT from the theoretical to the practical by sponsoring
a series of landmark conferences on latent trait theory and computerized adaptive
testing. The conferences took place in 1975 (Clark, 1976), 1977 (Weiss, 1978),
and 1979 (Weiss, 1983). These conferences represented the state of the art in what
became known as IRT and the presenters represented a who’s who of research-
ers working in that area. The authors listed in these proceedings include Fumiko
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Samejima, Frederic Lord, Bert Green, Darrell Bock, Dan Eignor, Ron Hambleton,
Mark Reckase, H. Swaminathan, Linda Cook, David Thissen, and Howard Wainer.
The Department of Defense also sponsored a more than 30-year-long research
project that resulted in computerization of the Armed Services Vocational Aptitude
Battery (ASVAB) in 1996. The foreword to a report on this effort described this
accomplishment (Sands et al., 1999).

In October 1996, the Department of Defense (DoD) implemented a computerized
adaptive testing (CAT) version of its enlistment test battery (the Armed Services
Vocational Aptitude Battery or ASVAB) in 65 Military Entrance Processing Stations
(MEPSs) across the country. DoD became the first organization to use CAT-derived
scores for personnel selection when the system was placed in five MEPSs for oper-
ational testing in 1992; now DoD has become the first employer to adopt CAT
for its employment system. . . . The Department is the largest single employer
of American youth, testing over 350,000 applicants for entrance into the Military
Services between October 1, 1994 and September 30, 1995. (p. ix)

The ASVAB project began in the 1960s. Early aspects of this work focused on
statistical models for item selection, but subsequent work covered every aspect
of implementation, including pool construction, exposure control, software and
hardware selection, and validity studies. This effort produced important advances
in computerized adaptive testing, but more generally it advanced the field with
respect to both technical and practical knowledge of IRT. As important as these
contributions were in the evolution of educational measurement, they may well be
judged as having a minor impact when compared to the other way the federal gov-
ernment influenced the measurement field—through legislation to support educa-
tion and assessment.

The Impact of Legislation on Educational Measurement

In response to the Soviet launch of Sputnik in 1957 and the perception that America
was losing the space race, federal policy began to explicitly support testing of school-
children in science, mathematics, reading, and foreign languages through the 1958
National Defense Education Act (NDEA). This served the purposes of establishing
baseline knowledge in these areas as well as providing support for rapid curriculum
development and implementation in public schools (Bunch, 2021). The testing pro-
grams supported by the NDEA were designed to evaluate college readiness, specifically
preparedness for postsecondary study in math, science, and foreign languages. The act
also provided federal funding for these tests in the event that a state could not legally
pay for them (Section 504(b)).

Approaching federal involvement in education as a matter of national defense distin-
guished the NDEA from previous proposed education-spending legislation, versions
of which had been passed by the Senate but languished in the House. Framing support
for standard educational goals (and assessments) across states as a matter of national
defense was ultimately a winning strategy, although there was controversy about the
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appropriate limits and uses of standardized testing in schools. Advocates for this leg-
islation saw the potential to provide greater access to college through federally sup-
ported scholarships, loans, and selection instruments, while challengers were skeptical
about the utility of standardized tests in making decisions about individual fitness for
secondary education or a career path (Urban, 2010).

The programs underwritten by the NDEA continued through the 1960s and
eventually were subsumed by the Elementary and Secondary Education Act (ESEA)
in 1965. The ESEA was a part of Lyndon Johnson’s Great Society initiative and laid
the groundwork for state and school district accountability for educating disadvantaged
children. The ESEA was reauthorized and/or amended regularly through 2015 (tak-
ing on names including No Child Left Behind and Every Student Succeeds Act). The
ESEA also brought the federal government into the education of bilingual students and
students with disabilities, provided federal money for testing and supplemental educa-
tional services for historically disadvantaged students, and established Head Start as a
permanent program (Bunch, 2021; Urban, 2010).

A significant part of the motivation to increase the assessment component of this leg-
islation was to ensure that states and localities would effectively implement the require-
ments for the education of disadvantaged students and students with disabilities. The
assessment component was again strengthened with the passage of the 1974 amend-
ments (Education Amendments, 1974) requiring the commissioner of education to
develop program evaluation models that “specify objective criteria” and provide “com-
parable [data] on a statewide and nationwide basis” (Section 151; Bunch, 2021). During
the 1970s and 1980s, states were supported by 10 regional technical assistance centers
to develop and implement assessments in support of ESEA requirements. These centers
employed hundreds of testing specialists and interacted with education officials in all 50
states to create a standardized approach to solving educational measurement problems.
Between 1979 and 1981, these centers provided over 5,000 workshops and on-site con-
sultations for more than 80,000 clients (Bunch, 2021; Stonehill & Anderson, 1982).

In addition to promoting assessment through these regional centers, the 1978 reau-
thorization directed the commissioner of education to assist state education agencies
in developing capacity to conduct large-scale achievement testing programs to mea-
sure reading, writing, and mathematical proficiency, along with other subjects. After
the election of Ronald Reagan in 1980, the ESEA was reauthorized as the Educational
Consolidation and Improvement Act. This led to more local control, but somewhat
surprisingly it again increased the requirements for assessment. As a result of this act,
schools, districts, and states were required to administer criterion-referenced tests to
demonstrate that targeted outcomes were being met.

Despite the years of legislation and associated funding, the 1983 report on the state of
American education, A Nation at Risk (National Commission on Excellence in Educa-
tion, 1983), described America’s schools as failing to educate the nation’s children. This
led to the 1994 Improving America’s Schools Act. The act led to additional assessment
requirements: Assessments aligned with the content standards were to be administered
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at a point between Grades 3 and S, between Grades 6 and 9, and again between Grades
10 and 12 (Section 1111(b)(3)(D)). Standards, however, were still established at the
state level and were highly variable across states.

In 2002, this trend of increasing emphasis on assessment continued with the pas-
sage of No Child Left Behind (NCLB), in place from 2002 to 201S. The act expanded
testing to include Grades 3 through 8 and required testing in one grade of high school.
As with every reauthorization of the ESEA since 1966, NCLB emphasized the impor-
tance of education and testing of minority populations, English language learners,
and students with disabilities. NCLB created an emphasis on state standards and
assessment that led to meaningful developments in federal education policy. Building
on the goal of all children achieving proficiency in reading and mathematics (by the
2013-2014 academic year), NCLB introduced test-based accountability provisions
such as annual improvement targets and penalties if targets were not met. NCLB
accountability requirements increased policy attention on test accommodations and
accessibility, as well as expectations for progress reporting for students and student
subgroups.

There can be little doubt that federal legislation has done much to drive assess-
ment of specific populations, influence test accommodations and tested content,
and impact how testing is performed in education for students in kindergarten
through Grade 12. The legislation described has also shaped the significant role
that measurement experts have had in education and accountability efforts since
the 1960s. As significant as this has been, it may be that even more psychometric
innovation was driven by a different federal initiative, NAEP. We would be remiss
not to mention NAEP in this section on federal involvement in assessment, but
we will present the details of this program in the subsequent section on large-scale
testing.

RELIABILITY THEORY AFTER SPEARMAN

In the prior two sections we focused on the historical and social developments that
shaped educational measurement. In this section we return to the more theoretical
aspects of the history of educational measurement and follow the development of reli-
ability theory after Spearman’s early papers. This development has two parts that are
sometimes viewed as chronologically distinct but are, in fact, interwoven. The first has
to do with the continued development of classical test theory; the second part resulted
in generalizability theory.

The Development of Classical Test Theory

Although Spearman’s work provided the foundation for classical test theory, his focus
was on creating tools for correlational psychology. He was interested in efficient
approaches to estimating correlations between tests and in tools for evaluating those
relations. There is little evidence that his interest extended to advancing methodology
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for estimating standard errors or otherwise interpreting individual test scores. This
was consistent with his interest in using test scores to study intelligence rather than
to evaluate individuals. Spearman was a correlational psychologist, not a psychometri-
cian. In this respect, Spearman had a great deal in common with Galton and Pearson.
All three were interested in developing correlational tools to advance their respective
substantive fields: heredity, evolutionary biology, and human intelligence. The next
major contributor to the development of test theory, Truman Kelley, approached test-
ing from a different perspective: that of a methodologist. In fact, Cronbach referred to
Kelley as an “obsessive algebraist and statistician . . . who had no motive save method-
ologic” (Lee Cronbach, personal communication, December 22, 2000).

Truman Kelley

Truman Kelley (1884-1961) earned his doctorate under E. L. Thorndike at Columbia
and went on to teach at Stanford and Harvard. In 1922-1923, Kelley spent a sabbatical
year with Pearson at the Galton Biometric Laboratory. Around this same time, Kelley
began publishing a series of papers that would extend classical test theory beyond the
formulas presented by Spearman. What may be Kelley’s single greatest contribution
to classical test theory was among his first, the regression estimate of a test taker’s true
score:

Te=pX, +(1—p)X. (5)

In this equation taken from Kelley (1923), the left-hand term represents the estimated
true score, P represents the reliability of the test score, X, is the observed score for test
taker i ,and X is the population mean. This equation not only represents an important
use of the implicit assumptions of classical test theory, but also links test theory to a
Bayesian framework by combining the observed data with a prior assumption (Levy &
Mislevy, 2021).

The next year, he published a paper showing that if we have two forms of a test such

that x, = a + ¢, and x, = a + e,, where x is the observed score, a is the true
. ({3 }’16
score, and e is a “chance factor,
0_2
— a
Ty = —- (6)
o

In Kelley (1925) he showed the relationship between the reliability of a measure and
the correlation between the measure and the related true score:

Neo = \/E (7)

or, equivalently,

2
"y = Ne- (8)
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These equations will be familiar to anyone who has studied classical test theory;
they represent only a sample of Kelley’s contribution. In addition to numerous addi-
tional papers of this sort, Kelley published what may well be the first book devoted
to the mathematical theory of test scores, Interpretation of Educational Measure-
ments (1927), and substantially influenced formal presentations of test theory that
followed. The extent to which Thurstone’s The Reliability and Validity of Tests (1931)
and Gulliksen’s Theory of Mental Tests (1950) depend on Kelley’s work makes it clear
just how essential Kelley’s contributions were to the development of educational
measurement.

G. F. Kuder and M. W. Richardson

G. F. Kuder (1903-2000) and M. W. Richardson’s (1896-1965) 1937 paper followed
in the spirit of Kelley in showing how simple assumptions and algebraic manipulation
can be used to derive practically useful results. Their paper began with a theoretical
discussion of reliability and then progressed through a series of manipulations to pro-
duce what have become known as the KR20 and KR21 (the 20th and 21st equations
presented in the paper). The first of these represents a generalized equation for reliabil-
ity and the latter a form that the authors stated could be calculated in 2 minutes using
statistics that are readily available to the test developer. Their presentation began with
a rejection of the test—retest paradigm for reliability in favor of the split-half approach
(highlighting the importance of the Spearman-Brown formula). They noted that split-
half methods depend on the specific split used and then presented a general equation
that represents the correlation between two equivalent forms of a test. If @, b,...n and
A, B,...N are corresponding items in two hypothetical forms of a test, the tests are
equivalent if the items in each pair (@ and 4, b and B, etc.) are interchangeable. Based
on this assumption, they present the KR3:

2 n n
r, = g, 1 pq2 1 rupq‘ (9)

g,

In this equation, 7, is the reliability of interest, o tz is the variance of the test, P is the
difficulty for a specificitem, and ¢ equals | — p.Theyrecognized that this formulation
was not of practical use because 7, cannot be calculated. After 16 intervening equa-
tions, they presented the KR20, derived from KR3 with the assumption that all inter-
correlations are equal:

n .0,2 —np_q. (10)

2
n—1 o,

Finally, by assuming that all item difhiculties are equal, they produced the KR21,

2 N

n o, —npq
. . 11
T (1)
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Kuder and Richardson’s (1937) paper was important both practically and theoretically.
For practitioners, it provided an approach to estimating the reliability of a test that was
computationally simple (at the cost of making strong assumptions). In the days before
computers and electronic calculators, this was of considerable value. Their paper also
represented an important theoretical step forward in the understanding of reliability.

Lee Cronbach

A final critical step in the development of reliability within the framework of classical
test theory was provided by Cronbach’s introduction of coefficient alpha. Cronbach
(1916-2001) made major contributions to assessment. In addition to his work on
advancing the conceptualization of reliability theory, he published groundbreaking
work on validity theory. He coauthored the seminal paper on construct validity with
Paul Meehl (Cronbach & Meehl, 1955) and wrote the chapter on validity for the 1971
edition of Educational Measurement. As an interesting aside, Cronbach was also a mem-
ber of Terman’s gifted group. The gifted group was followed long after Terman’s death,
and in addition to being a subject in the study, Cronbach assisted with production of
the final volume of the study (Holahan et al., 1995).

Cronbach’s 1951 paper on alpha may be the most cited paper in the history of measure-
ment. According to Google Scholar, it has been cited tens of thousands of times. In a sense,
the coefficient alpha paper extended the presentation from Kuder and Richardson (1937).
KR20 is a special case of coeflicient alpha in that it applies to items scored (/1. Cronbach
showed that coefficient alpha (and, by extension, KR20) represents the mean of all possible
split-half coefficients."” It is also “the value expected when two random samples of items
from a pool like those in the given test are correlated” (Cronbach, 1951; p. 331).

In a posthumously published paper, Cronbach reflected on coefficient alpha (Cron-
bach & Shavelson, 2004). He argued that although reliability coeflicients were appro-
priate for the kind of correlational psychology that was prevalent from Spearman’s time
through the first half of the 20th century, more recent applications of measurement are
better served with an estimate of the standard error of measurement.'® In that same paper,
Cronbach advocated for procedures based on analysis using variance components rather
than correlations. He was arguing that generalizability theory should supplant classical
test theory as the preferred framework for conceptualizing reliability.

Generalizability Theory
Cronbach’s advocacy for the framework represented by generalizability theory comes
as no surprise; he spent over a decade working through the problem of reliability before
he and his colleagues published The Dependability of Behavioral Measurements (Cron-
bach et al,, 1963, 1972). The work created what the authors referred to as a liberaliza-
tion of classical test theory.

In classical test theory, observed scores are conceptualized as comprising a true
score and an undifferentiated error term. The true score is the expected score that
the test taker would receive if they could complete the test an unlimited number of
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times. In generalizability theory, the sampling process is conceptualized as occur-
ring at the task (or item) level, with tasks being randomly sampled from a universe of
admissible tasks. This allows for multiple facets comprising the total score variance
to contribute either to the test taker’s universe score (similar to the true score) or to
error. The framework allows for conceptualizing the reliability of scores in which (a)
separate components of the error variance are associated with the sampling of the
items and the raters who evaluate the responses to those items, (b) the total score
is a composite based on stratified sampling of items from different content areas or
item formats, (c) the measurement is focused on scores for individual test takers or
aggregates such as classrooms, and (d) relative versus absolute score interpretations
are possible.”

Clearly, any history of generalizability theory will need to include the work of
Cronbach and his collaborators beginning in the late 1950s and lasting very nearly
until Cronbach’s death, but many of the ideas reflected in generalizability theory first
appeared in the late 1800s, and as with classical test theory, they were developed by
numerous individuals over time. The earliest of those ideas came from the work of Fran-
cis Edgeworth (1845-1926).

Edgeworth attended Trinity College, Dublin, and Oxford University, where he stud-
ied ancient and modern languages. He was self-taught in the areas in which he made
his reputation: statistics and economics. His work in economics earned him a chair at
Oxford. Edgeworth was interested in bringing mathematical analysis into the social sci-
ences. This interest led him to become one of Galton’s earliest disciples (Kendall, 1968;
Stigler, 1986). This interest also led him to write three papers on the statistics of exam-
inations. Edgeworth’s interest expressed in these papers was to examine “the degree of
accuracy or inaccuracy which is to be ascribed to the modern method of estimating
proficiency by means of numerical marks” (Edgeworth, 1888, p. 600); in other words,
he was interested in the reliability of test scores.

When Edgeworth referred to the “modern method,” he was speaking of a system in
which essays or short-answer papers were scored by content experts. The purpose of the
paper was to describe an approach for estimating the extent to which chance influenced
examination scores. He began by describing something closely related to what we now
think of as the true score in classical test theory (or the universe score in generalizability
theory). Using Latin translation as an example, he wrote,

This central figure which is . . . assigned by the greatest number of equally com-
petent judges, is to be regarded as the true value of the Latin prose; just as the
true weight of a body is determined by taking the mean of several discrepant
measurements. There is indeed this difference between the two species of mea-
surement, that in the case of material weight we can verify the operation. We can
appeal from kitchen scales to an atomic balance, and show that the mean of a
great number of rough operations tends to coincide with the value determined
by the more accurate method. But in intellectual ponderation we have no atomic
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balance. We must be content without verification to take the mean of a number of
rough measurements as the true value. (Edgeworth, 1888, p. 601)

He went on to define error in terms of variability about this true value and con-
cluded that for aggregate scores error “will fluctuate according to the normal law”
(p. 604). Having described the observed score as being composed of a true score and
a normally distributed error, Edgeworth then presented a number of the essentials of
generalizability theory:

1. He described the total error score as being made up of multiple facets, including
what in generalizability theory would be designated as task effects, rater effects,
and rater-by-task interactions.

2. He made the assumption that tests were constructed through random sampling
from a defined domain—the central assumption of generalizability theory (Kane,
2002)—and commented on conditions that would violate the model.

3. He described the total error as the square root of the sum of the squared effects and
noted that the impact of any effect will be reduced by the square root of the number
of observations contributing to that effect.

Edgeworth used these conceptualizations to describe data collection designs that would
minimize the error without increasing the total amount of rater time required.

Having considered sources of error associated with raters, Edgeworth (1888) then
examined the contribution of task sampling to the error of measurement:

We have so far been endeavouring to estimate the error which is incurred in
appreciating the actual work done by the candidate. We have now to evaluate the
error which is committed in taking his answers as representative of his proficiency.
(p- 614)

The suggestion that Edgeworth presented the basics of generalizability theory in this
paper may seem like an exaggeration because generalizability theory uses the frame-
work of analysis of variance and R. A. Fisher did not publish his ideas until decades
after Edgeworth’s paper (e.g., R. A. Fisher, 1925). It is, nonetheless, obvious that this
is the framework Edgeworth intended; he had already published a paper on “analysis
of variance” in 188S. Stigler (1986) commented on the 1885 paper that “the solution
was insightful and foreshadowed much of twentieth-century work on the analysis of
variance” (p. 314).”

Edgeworth’s insights into the generalizability of test scores were impressive. Whether
they influenced subsequent work in this area is difficult to say. It may be that, like his
contribution on analysis of variance, these papers were largely ignored—perhaps he
was too far ahead of his time. We have found no references to his work in the early liter-
ature on test theory, but this is questionable evidence because extensive citation of pre-
vious work was rare at that time. For most of the half century that followed Edgeworth’s
1888 paper, the emphasis was on the development of classical test theory, which has
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already been discussed. The next important contributions to reliability theory that went
beyond the classical test theory paradigm were provided in 1936 by Harold Gulliksen
(1903-1996) and Cyril Burt (1883-1972).

Gulliksen’s (1936) contribution appeared in the first volume of Psychometrika. He
looked at the typical approach to reliability for objectively scored items; because vari-
ability in this context is substantially associated with item sampling, he referred to it
as content reliability. He then raised the question of how content reliability can be
estimated for essay examinations in which the total error includes both content error
and error introduced by “readers.” Assuming that two separate forms of the test are
available and that one of those forms is scored by two separate readers, he developed an
approach to quantifying the content reliability associated with essay tasks.

Burt’s (1936) contribution is framed in the context of factor analysis. In his publica-
tion, he conceptualized total score as being constructed of multiple factors, including
a general factor and sources specific to raters. Using factor analytic and correlational
procedures, he described how rater error can be quantified.

Cronbach et al. (1972) described the contributions by Gulliksen (1936) and Burt
(1936) as being among the first to conceptualize measurement error as comprising
multiple facets. But as Cronbach (1991) would later write, univariate generalizability
theory “interweaves ideas from at least two dozen authors” (p. 394). These contribu-
tions include R. A. Fisher’s work on analysis of variance (R. A. Fisher, 1925), as well as
that of Cornfield and Tukey (1956). Burt (1955) also made a second contribution that
explicitly linked estimation of reliability to analysis of variance.

These publications and numerous others set the stage for the work Cronbach and
his collaborators did in the late 1950s and 1960s. In 1957, Cronbach and Gleser began
work on a handbook of measurement theory. Believing that reliability had been thor-
oughly studied by others, they decided to begin with that section of the book. Cron-
bach (1991) wrote later, “We learned humility the hard way—the enterprise never got
past that topic” (p. 392).

The essential features of univariate generalizability theory were largely completed by
the early 1960s and published in three journal articles, each with a different first author
(Cronbach et al.,, 1963; Gleser et al., 1965; and Rajaratnam et al., 1965). These papers
incorporated analysis of variance procedures to evaluate multiple facets representing
different sources of error, absolute versus relative error, and an understanding of fixed
versus random facets in the design. Additional years of effort were then necessary to
expand the theory to a multivariate framework. The result was The Dependability of
Behavioral Measurements (Cronbach et al., 1972).

Their monograph represents a remarkable step forward in both the conceptualization
and the estimation of measurement error. Unfortunately, although the volume captured
much of the authors’ best thinking on the topic, as Cronbach (1991) wrote, “the book
proved indigestible” (p. 395). Cronbach et al. (1972) warned that “the reader is certain
to gain far more from his third reading of most sections than from his first or second”
(p.4). Although Cronbach continued to work in this area until shortly before his death,
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he published relatively little on the topic after the 1972 volume. The extent to which
generalizability theory has become widespread seems to a substantial degree to be the
result of subsequent authors who have developed the theory and written texts (and
software) that make it more accessible. Although numerous researchers have written
on the topic, far and away the greatest contribution has come from Robert Brennan.
For many years, Elements of Generalizability Theory (Brennan, 1983) was the primary
introduction that researchers had to generalizability theory. This monograph provided
the basics needed for univariate generalizability analysis and prepared readers to make
use of The Dependability of Behavioral Measurements (Cronbach et al., 1972). Brennan’s
more complete text and the associated software (Brennan, 2001a, 2001b) provided a
detailed resource for multivariate generalizability analysis.

In concluding, we wish to make clear that we do not intend to imply that the tech-
nology for evaluating reliability and estimating measurement error is now complete.
Instead, our goal has been to explain how this technology has developed during the
past century. This summary is intended to describe how these concepts have evolved.
Hopefully, this will lead to a better understanding of the current state of the art and will
at the same time point to areas for development of both theory and practice.

SCALING

Next, we consider the development of applications of scaling for educational measure-
ment. Unlike the other sections of this chapter, for which the content is likely to be
self-evident given the section heading, the term scaling may warrant a definition, or
at least a description. This is not because it is an obscure term, but because a focus on
scaling has been in and out of vogue over the decades, and ideas about the requirements
for a defensible scale have varied as well. In 1954, Lord wrote that “scaling” appears to
be virtually indistinguishable in meaning from ‘measurement, which may be defined
as the assignment of numerals to objects (including people), according to some rule,
in order to represent their properties” (p. 375). Lord went on to state, “If a method of
scaling rests upon a verifiable hypothesis as to the existence of some specified self-con-
sistency in the data, then the data may or may not be found to scale” (p. 375). Lord’s
first statement sets a low bar for scaling and, by extension, for measurement. The second
implies that if the user establishes a higher bar by way of the intended interpretation of
the scores, it may be necessary to demonstrate that the data—and, by extension, the
phenomenon represented by those data—support that interpretation. Lord’s statement
suggests that scaling has occurred even when it is strictly categorical; scales need not be
continuous, nor do they need to represent ratio or even interval measurements.”'

The first two editions of Educational Measurement included chapters on the nature
of measurement. Consistent with much theory and practice at the time, this chapter
did not appear in the third and fourth editions. More recently, the limited attention
that has been given to the theoretical requirements of measurement (and scaling) has
become a source of some controversy. Michell (1999) has written extensively and crit-
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ically on this topic. McGrane and Maul (2020) described the failure to demonstrate
that the latent traits reflected in IRT models have characteristics that support the use of
the associated scales as a “scientifically dire situation” (p. 8). Recently, several authors
have attempted to resolve this controversy by placing scaling procedures in perspec-
tive. Briggs (2021) provided a historical perspective incorporating the contributions
of Fechner, Galton, Thurstone, and Stanley Stevens. Mari et al. (2021), in their vol-
ume Measurement Across the Sciences, tried to define the requirements of measure-
ment in psychology from a broader scientific perspective and specifically by bringing
in the perspectives of metrology. David Torres Irribarra’s (2021) volume A Pragmatic
Perspective of Measurement provides yet another view of the controversy bringing both
philosophical pragmatism and common-sense pragmatism to the discussion.

For this brief summary of the history of scaling, we focus on developments in prac-
tice. We recognize that separating developments in the taxonomy of scaling procedures
(see Stevens, 1946, 1951; Torgerson, 1958) and the conceptualization of the nature of
measurement more broadly from developments in the practice of scaling is somewhat
artificial, but these theoretical issues are presented in detail in Briggs et al. (this volume).
To outline the development of scaling, we return to Galton and Fechner, but this time we
focus on their efforts to build measures. We then examine how these early efforts at scale
development impacted the development of the IRT models that have become ubiqui-
tous. (See Moses, this volume, for a presentation of current approaches to scaling.)

Ernst Weber and Gustav Fechner
In 1860, Gustav Fechner provided an initial formalization of psychological scaling with
the publication of Elements of Psychophysics (1860/1966). As we described previously,
Fechner’s magnum opus was the culmination of a decade of work conducting exper-
iments on individuals’ responses to physical stimuli and extending the work of Ernst
Weber. Weber had spent his career examining psychological responses to physical stim-
uli and had found that when asked to detect differences in physical stimuli, subjects were
sensitive to relative changes in proportion, not absolute changes in magnitude. Fechner
generalized this work by recognizing that the sensory intensity of a stimulus is the prod-
uct of the log of the level of physical stimulus multiplied by some constant K(Sensation =
Klog Stimulus).” This finding, later described as Fechner’s law, indicates that there is a
logarithmic relationship between a physical stimulus and the associated perception. That
is, if you need to double the stimulus to increase the perceived difference from 1 to 2,
you must double it again to increase the perceived difference from 2 to 3 (Briggs, 2021).
Although Weber had primarily concerned himself with comparing the magnitude
of these proportions across different sensory stimuli, Fechner recognized that these
psychological attributes could be expressed on their own scale separate from the scale
of the stimulus itself. Fechner noticed in his experiments that subjects sometimes dis-
agreed as to which stimulus was the strongest. He hypothesized that these disagreements
were attributable to random error in the assessment of the stimuli. He further hypoth-
esized that these errors in measurement were normally distributed with a mean of zero.
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Therefore, subjects disagreed as to which stimuli were more intense because the psycho-
logical comparison on the stimuli follow two random variables, each following a normal
distribution (Fechner, 1860/1966).

In his experiments, Fechner compared two physical stimuli across many subjects
and calculated the proportion of time that the treatment stimulus was judged to
be greater than the control stimulus. Then, assuming that the standard deviations of
these responses were the same for all pairs and stimuli, Fechner set these equal to 1
and used the inverse of the cumulative density function to compute an estimate of the
mean difference in psychological response for those stimuli. After repeating this across
multiple pairings of stimuli, Fechner was able to establish a scale for the measurement
of sensory intensity.

Fechner’s work was important in shaping thinking about the nature of scaling and
measurement in psychology—and, by extension, educational measurement—because
it established an early precedent that such measurement should follow the framework
used in the physical sciences. This goes well beyond Lord’s “assignment of numerals to
objects.. .. according to some rule” (Lord, 1954, p. 375).

Francis Galton

Although Fechner’s work is notable as the first attempt to scale psychological stimuli,
his work focused on the scaling of stimuli, not subjects. The first significant advance in
scaling subjects was achieved through the work of Francis Galton. Although, as we have
discussed, Galton is better recognized for his research on inheritance and his discov-
ery of correlation, his work in scaling unobservable human characteristics provided an
important foundation for the scaling of mental tests that is still in use in the early 21st
century.

Inspired by the work of Adolphe Quetelet, Galton had become fascinated with the
normal distribution and its ubiquity in nature (Briggs, 2021; Gillham, 2001). Gal-
ton recognized that the distribution of some physical traits, for example, height, was
the product of many small, random events in the inheritances of each individual. He
believed that unobservable mental traits were equally a product of this random path of
inheritances and reasoned that they too should follow a normal distribution. This reve-
lation regarding the shape of the distribution allowed Galton to translate the measure of
any individual into its percentile—a word Galton coined—allowing individuals to be
placed relative to one another along a statistical scale (Galton, 1875).

Galton referred to this approach to scaling as “relative” and recognized that although
it allowed human qualities to be quantified, it lacked an objective reference point. In an
effort to ameliorate this limitation, Galton developed scale anchor descriptors to indi-
cate the performance that would be expected at particular percentiles. Furthermore,
Galton recognized that relative assessments could be every bit as useful as absolute
measurement in the myriad situations where individuals are assessed relative to a peer
group, saying that “a blurred vision would be above all price to an individual man in a
nation of blind men, though it would hardly enable him to earn his bread elsewhere”
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(Galton (1889), p. 36). This relative approach to scaling individuals was valuable for
the study of inheritance; by the turn of the 20th century, it was about to make its way
into educational measurement. Again, we see physical measurement as the model for
psychological measurement.

E. L. Thorndike

The next important contribution to scaling—and the first that was consciously
intended to advance the field of educational measurement—was made by
E. L. Thorndike (1874-1949). In the early 20th century, secondary education was
becoming widespread in the United States. Schools all over the nation needed teach-
ers, and increasingly, large urban universities were adding departments of education
to address this need. Columbia University was at the center of this trend, and in 1899
Thorndike became an assistant professor at Columbia Teachers College (Cherry, 2023).
Thorndike believed that science was the only sure foundation for social progress and
was unhappy with the level of scientific rigor applied to education at that time (Clifford,
n.d.). He admired the work of Galton and Pearson and wished to apply the scientific
method to the study of education. To this end, he introduced the first course in educa-
tional measurement in 1902 and published a textbook, Educational Psychology, in 1913.

During his 40 years at Columbia, Thorndike worked on the design and development
of many exams for a wide array of purposes (including his evaluation of the Army Alpha
described previously). Trained in psychology, Thorndike had limited formal training in
mathematics and statistics. Nonetheless, he built on the work of Galton when devel-
oping a scaling technique that placed students across grades on a common scale. To
accomplish this, Thorndike began by calculating the proportion of test takers answer-
ing each question correctly for each grade. Items were then expressed as a deviation
from the grade mean in terms of standard deviation units. The mean difference between
common items administered in adjacent grade levels was then calculated and used to
adjust grade means to place all grades on a common scale (Thorndike, 1919). Although
this represented a significant advancement in educational scaling in 1905, this method
assumed that the distribution of abilities across grades differed by position but not by
dispersion (Engelhard, 1984; Thurstone, 1927). Twenty-five years later, this limitation
would be addressed by Thurstone.

L. L. Thurstone

The year that Gustav Fechner passed away in Leipzig, L. L. Thurstone (1887-1955)
was born in Chicago, Illinois. While at Cornell studying engineering, Thurstone’s inter-
est in education and psychology grew, along with his frustration with the poor quality
of teaching in the college of engineering. In 1914, Thurstone abandoned engineering
and matriculated at the University of Chicago to pursue his doctorate in psychology
(D. A. Wood, 1962). During his graduate training, he accepted an assistantship at the
newly created Division of Applied Psychology at the Carnegie Institute of Technology.
During the next 9 years at Carnegie, Thurstone was at the forefront of the development
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of psychological tests on a wide variety of cognitive functions. In 1924, he returned to
the psychology department at the University of Chicago, where he taught a course on
test theory.

At this pointin his career, Thurstone began to scrutinize the scaling approaches that
were common in mental assessments at the time, like those used by Thorndike and
others. Thurstone recognized that earlier approaches to educational scaling assumed
that dispersion was constant across grade. Thurstone believed this assumption was
dubious and in 1924 he articulated a method of scaling that accounts for differences
in both group means and dispersion (Thurstone, 1927). Thurstone’s absolute scaling
approach begins similarly to Thorndike’s approach. For each test question, the diffi-
culty is calculated for students in that grade and those difficulty values are rescaled to
be expressed as deviations from the group mean in standard deviation units. Unlike
Thorndike, however, in the absolute scaling approach, Thurstone calculated that stan-
dard deviation of the difficulty for common items in adjacent grades. The ratio of
these standard deviations could then be used to rescale one grade onto the scale of
the other grade while accounting for the differences in dispersion. This process could
be repeated across adjacent grades to create a single scale that spanned several grade
levels.

In 1925, Thurstone extended this scaling work to consider placing test takers along
these educational scales. To unify the scales for test takers and items, Thurstone
placed each test question on the test-taker ability distribution so that the percentage
of test takers answering the question correctly was equal to the percentage of test
takers to the right of that point in the distribution. This allowed item difficulties to
be expressed as the place along the test takers’ ability distribution at which 50% of
test takers would answer the item correctly. He then represented these item difficul-
ties in terms of standard deviation units, such that items at the mean ability were
scaled to zero while more difficult and easier items were expressed as positive and
negative normal deviates, respectively. Thurstone went on to graph the empirical
probability of a correct response across grade for items at different difficulties and
showed that the difficulty distributions are S-shaped, with slopes that vary by item.
He stipulated,

Arefined statistical method for ascertaining the age at par [item difficulty] for each
test question would be to fit an equation to the curve for each test question and
then to ascertain the point at which the curve intersects the 50% level. (Thurstone,
1925, p. 446)

Thurstone did not develop that refined statistical method. As we will see in the next
section, that development would result in the creation of IRT.

The specific examples of scaling that we provided in this section represent major steps
in the development of scaling procedures in educational measurement. Each of these pro-
cedures goes well beyond Lord’s simple assignment of numerals based on a rule; each
assumes “some specified self-consistency in the data” (Lord, 1954, p. 375) that contributes
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to the interpretation of the measurements. As the works cited earlier in this section make
clear (Briggs, 2022; Irribarra, 2021; Mari et al., 2021; McGrane & Maul, 2020), the defen-
sibility of these types of interpretations remains controversial. The historical perspective
provided in this section does not resolve that controversy, but it does provide a context
for understanding it. The practical application of these efforts to construct self-consistent
scales resulted in IRT—which we consider in the next section—but as we discuss in that
section, it did not eliminate the controversy over the requirements for scaling.

ITEM RESPONSE THEORY

The history of IRT is complex. Part of that complexity comes from the fact that IRT
as we know it in the early 21st century developed independently—at about the same
time—in both the United States and Denmark. In Denmark, that work was the effort
of Georg Rasch. In the United States, numerous researchers made individual contribu-
tions that supported the ultimate development of IRT.

The Foundations of IRT

Development of the One-, Two-, and Three-Parameter Logistic Models
The lineage of IRT connects it both to the work on classical test theory described earlier
in this chapter and to the work on scaling described in the previous section. In 1934,
the United States was in the grips of the Great Depression, and the Roosevelt admin-
istration was committed to putting Americans back to work through programs like the
Works Progress Administration. During this time, Thurstone was teaching psychology
at the University of Chicago when the government offered him a new research assistant,
Ledyard Tucker (1910-2004; Carlson & von Davier, 2017). Like Thurstone, Tucker
had an undergraduate degree in electrical engineering; Thurstone quickly recognized
Tucker’s talents and encouraged him to continue his education in psychology. After
more than a decade collaborating with Thurstone, Tucker earned his doctorate in 1946
and took a position at the College Entrance Examination Board (College Board; Dor-
ans, 2004).

During his brief time at the College Board, Tucker defined the mathematical form
for what we now refer to as an item characteristic curve (ICC). Unlike Thurstone, who
had calculated nonparametric ICCs using observed data, Tucker used the integral of the
normal curve—the normal ogive—to relate test-taker ability to performance (Tucker,
1946). This work made it possible to calculate the probability that a test taker at any
ability level would answer a particular item correctly.

Although Tucker described the mathematical form for the ICC, he did not devote
much attention to the underlying latent trait, instead relying on the language of
true score theory to describe test-taker ability. This next critical step was based on the
work of Paul Lazarsfeld (1901-1976), who in his 1950 publication laid the concep-
tual foundation for the latent trait, in what psychometricians soon would call latent
trait theory.
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Lazarsfeld studied mathematics in Vienna. With the rise of Hitler, he left Austria for
the United States and eventually moved to Columbia University, where he became
the associate director of the university’s Bureau of Applied Social Research (“Dr. Paul
Lazarsfeld Dies,” 1976). Although Lazarsfeld is known in sociology for his work on
voting and the media, his contributions to test theory stem from his development of
latent structure analysis. Latent structure analysis posits that there is an unobserved,
latent cause for a subject’s observed responses. By assuming that responses to indi-
vidual items are independent, Lazarsfeld was able to study the joint occurrences of
item response patterns to make inferences about the trait that underlies this behavior
(Lazarsfeld, 1950). Although, the majority of Lazarsfeld’s work concerned attitude mea-
sures, not educational assessments, the reconceptualization of observed data as being
the product of a latent trait as opposed to the trait itself was a critical development.

Bert Green (1928-2019) recognized the applicability of Lazarsfeld’s latent structure
analysis to educational measurement. In the early 1950s, Green set to work analyzing
test-taker response data using latent structure and latent class models. He extended
Lazarsfeld’s work by developing a general procedure for latent structure and latent class
models (Green, 1951a, 1951b) and demonstrating the interrelationship between fac-
tor analysis and latent structure analysis. Through this work, Green directly connected
latent structure analysis models to what would become IRT. The final steps in the intro-
duction of a statistically rigorous theory of item response patterns was then provided by
Lord (1952) and Birnbaum (1957, 1958a, 1958b).

In 1944, Frederic Lord (1912-2000) joined the graduate record office of the Car-
negie Foundation, the forerunner to Educational Testing Service (now known as
ETS). In 1949, he became the director of statistical analysis at the newly formed
Educational Testing Service (Carlson & von Davier, 2017). He completed his dis-
sertation in March 1951, and in 1952 the work was published as a psychometric
monograph. The monograph presented the one- and two-parameter IRT models
based on the normal ogive. Nearly 30 years, later he published the first volume that
focused on IRT: Applications of Item Response Theory to Practical Testing Problems
(Lord, 1980). With these two publications—and the numerous journal papers pub-
lished between them—he may have done more than anyone else to advance the
development of IRT.

Lord was a pragmatist who allowed the data to dictate the development of the model.
In this vein, Lord was a developer and advocate of the two- and three-parameter IRT
models.” In his work in the early 1950s, Lord coined several key terms, including ICC
and test characteristic curve. He also described many foundational concepts of IRT,
including local independence, item invariance, and standard errors conditional on
test-taker proficiency (Carlson & von Davier, 2017; Lord, 1952). Lord continued to
develop these concepts throughout his career.

Lord deserves considerable credit for development of the two- and three-parame-
ter IRT models based on normal ogive, but it was Allan Birnbaum (1923-1976) who
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reconceived Lord’s work using the more mathematically tractable logistic models
that are common in the early 21st century. In the late 1950s, Birnbaum was intro-
duced to educational measurement when Columbia Teachers College invited him to
help support a contract with the U.S. Air Force School of Aviation Medicine on test-
taker classification (Barnard & Godambe, 1982). As we have already noted, in earlier
work by Tucker, Green, and Lord, ICCs were described using a normal ogive model.
Inspired by the work of David Haley (1952) and Joseph Berkson (van der Linden &
Hambleton, 1997), Birnbaum believed the logistic form was more appropriate for
IRT because of the existence of a sufficient statistic (Barnard & Godambe, 1982).
To this end, in the late 1950s Birnbaum published several research reports for the
U.S. Air Force on the applicability of the logistic model to IRT. Lord later invited
Birnbaum to summarize this work in four chapters in Statistical Theories of Mental
Test Scores (Birnbaum, 1968). In those chapters, Birnbaum provided the now-famil-
iar logistic forms of the one-, two-, and three-parameter IRT models and introduced
the scaling constant D to make the logistic form nearly identical to the earlier normal
ogive formulation. Birnbaum also produced a practical method for item parameter
estimation and later introduced the use of prior distributions into ability estimation
(Birnbaum, 1967).

Birnbaum’s contributions can reasonably be viewed as completing the foundations of
IRT. As we have mentioned, related work also went on in Denmark. Whereas the mod-
els described in the previous paragraphs built on the insights of numerous researchers,
the work in Denmark was carried out almost entirely by one man, Georg Rasch.

Development of the Rasch Model

Rasch (1901-1980) was born in Svendborg, Denmark. He studied mathematics at
the University of Copenhagen and in 1930 earned his doctorate with the intention
of pursing a teaching position at the university. When Rasch struggled to obtain
a professorship in mathematics (during the worldwide depression), he turned his
attention to statistical analysis and was able to earn a scholarship to study with the
Nobel Prize-winning econometrician Ragnar Frisch and later with R. A. Fisher. He
returned to Denmark in 1936 and was invited to teach statistics in the psychology
department at the University of Copenhagen (Anderson & Olsen, 2001). It was
during this time that he became increasingly interested in the problems of educa-
tional scaling. During the next 2 decades, Rasch worked as a statistical consultant,
frequently on psychological and educational assessments. In 1952, while analyzing
data for a Danish military exam, Rasch began work on the model for which he has
become known.

Unlike Lord, who was a pragmatist, Rasch came to believe that it was critical to define the
requirements necessary for objective measurement. By the time he published his monograph
Probabilistic Models for Some Intelligence and Attainment Tests (Rasch, 1960/1980), he had
developed the principles that have become associated with Rasch measurement: the require-
ments of sufficient statistics and specific objectivity. It is noteworthy that Rasch’s Probabilistic
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Models did not explicitly include the model widely associated with Rasch today—that is, the
model equivalent to the one-parameter IRT model. The equivalent model presented in that
volume lacked the logistic transformation. He began by defining the probability of a correct
response as the ratio of the test takers’ proficiency and the item difficulty.

If we put £/6 = ¢, the problem is to choose a function of ¢ which only takes values
between 0 and 1. And as we find both very easy and very difficult problems and both
very able and very unable persons, { must cover all values from zero to infinity.

The simplest function | know of, which increasgs from 0 to 1 as ¢ goes from 0
< fweinsert ¢ = S we get _b0
1+ ¢

3
1 >
p. 74-75) i

to oo, is (Rasch, 1960/1980:;

&
§+96
If we reparameterize by changing ¢ to ¢’ and & to e, then the model becomes the
typical Rasch model or the one-parameter logistic IRT model.

Several authors noted this relationship at approximately the same time. Birnbaum
(1968, p. 402) noted that Rasch’s model had this characteristic in the context of his
more general presentation of the one-, two-, and three-parameter logistic models. Sim-
ilarly, Wright (1968) included a footnote commenting that Rasch’s model could be
reformulated in logistic form.** It is unclear which of these authors has priority in iden-
tifying this relationship.”

After Rasch’s (1960/1980) monograph, he went on to publish several additional
papers on the model. Rasch’s Berkeley Symposium paper from 1961 provides a gen-
eral case for specific objectivity, and Rasch (1966) discussed other issues, including
conditional independence. Throughout his work, Rasch discussed models that
included logistic transformations, so it is a curiosity that he never introduced the
now-common formulation of the logistic Rasch model for dichotomous items,

P(0) = (1+ee”’ )71 . Mark Reckase (personal communication, June 2, 2022) noted that it

could be argued that Equation 4.2 in Rasch (1961) is the general case of all the models
currently referred to as Rasch models and the simple logistic model is a special case of
that equation. It may be that Rasch simply believed that it was more natural to use pro-
ficiency and difficulty scales with a lower bound of zero.

Although this reparameterized Rasch model for dichotomous items is equivalent
to the one-parameter logistic IRT model, separate terms are often used to describe
them to highlight the philosophical distinction between Rasch’s approach and that
represented by Lord’s work.” Given the attention that has been placed on these phil-
osophical distinctions, the reader might get the impression that Rasch developed his
model based on principled a priori assumptions about the requirements for measure-
ment; Rasch’s own description of the development of his model does not support that
interpretation. Regarding his early work on “reading capability,” Rasch stated, “When
I got the data I made the guess that it might be a good idea to try the multiplicative
Poisson model. It turned out to fit the data quite well” (1960/1980, p. xiii). The con-
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cept of specific objectivity, which has become a hallmark of Rasch measurement, seems
to have been discovered after the fact, rather than motivating the development of the
model. Later in life, Rasch made it clear that he only appreciated this characteristic
of the model after discussing his work with his former mentor, Ragnar Frisch. Rasch
visited Frisch in 1959 and described the work he had been doing in educational mea-
surement. On seeing Rasch’s formulation, Frisch expressed particular interest in the
idea that the person and item parameters could be separated. This separability is what
Rasch came to refer to as specific objectivity. Rasch went on to say, “What Frisch’s
astonishment had done was to point out to me that the possibility of separating
two sets of parameters must be a fundamental property of a very important class of
models” (1960/1980, p. xviii).

Rasch Versus Multiparameter IRT

This philosophical fault line that separated IRT and Rasch measurement became a grow-
ing fissure in the field of educational measurement from the late 1960s into the 1990s,
often producing heated interactions at professional conferences. One such interaction
was the 1992 debate between Benjamin Wright (1926-2015) and Ronald Hambleton
(1943-2022) at the American Educational Research Association’s annual meeting in
San Francisco. To provide a sense of the division that existed in the field, we describe
that debate in some detail.

Wright and Hambleton met in a packed ballroom to participate in an invited session
titled “Which Models Work Best.” Wright opened the debate: “I make measures for a
living. Measures have a specific definition.” He went on to suggest—wrongly—that the
Rasch model was developed nearly a decade before multiparameter IRT. He proceeded
to criticize multiparameter IRT for its “promiscuity” and willingness to “swallow what-
ever junk happens to come [its] way” Throughout his remarks, he repeatedly returned to
the metaphor of a ruler that fails to provide objective measurement, saying, “no scientist,
engineer, businessman or cook, who depends on measures . .. can work with that kind of
ruler” He closed his remarks by attacking multiparameter IRT for being data centered,
saying that the “Rasch model is theory-centered: data must fit, else get better data.”

The younger Hambleton took a more genteel and structured approach in his response.
He countered Wright’s remarks on the antecedence of Rasch’s work, noting that Lord’s
early work was published in 1952, well before Rasch’s work was published in 1960.
He went on to stress that the model must fit the data, saying that when “Rasch’s work
became known in 1960, . . . Lord had already rejected that model due to its inferior fit
to his data.” He discussed the virtues of modeling item discrimination and guessing,
noting the 80-year history of modeling discrimination and the improvements to model
fit that these parameters afforded. Hambleton devoted significant time to reflecting on
the practicality of implementation, noting that the software is sufficient and improving
and that many testing programs are having success with multiparameter IRT. Finally,
he closed by calling for pragmatism and making it clear that there is a place for many
different models, including Rasch’s, saying, “Rasch has an important role only when it
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fits data well, and sample sizes are modest with no need for highly precise estimates”
(Hambleton, 1992; Huang, 2015; Wright, 1992).

Neither Wright nor Hambleton was declared the winner, but with the benefits of
hindsight we can see that the winner of the larger debate within the field would likely
not have satisfied either side. There can be little doubt that among organizations using
IRT for operational purposes the one-parameter models are the most popular. So, in
a sense, Wright’s model was victorious. Importantly, however, Wright’s philosophy
was not. Operational testing organizations are not choosing a Rasch model because it
reflects their philosophical view of objective measurement; instead, they are acceding
to Hambleton’s calls for pragmatism. The one-parameter model is popular because it
accommodates modest sample sizes and is easy to implement for practitioners. In that
way, it is safe to say that Hambleton’s philosophy won out, even if his preferred model
did not.

Although Wright and Hambleton famously disagreed about the appropriate philo-
sophical lens through which to view these models, they shared quite a bit in common.
Both men made substantial contributions to the popularization of IRT. Both men wrote
articles and influential books on their vision of IRT, and both were influential profes-
sors—Wright at the University of Chicago and Hambleton at the University of Mas-
sachusetts Amherst—who trained a generation of psychometricians in the use of IRT.

IRT Extensions

Almost as soon as the foundations of IRT were completed, researchers began develop-
ing extensions to both Rasch and multiparameter IRT to accommodate a wide variety of
response data. This process was so productive with extensions building on extensions that
van der Linden and Hambleton’s (1997) Handbook of Modern Item Response Theory pres-
ents no fewer than 27 models, including everything from polytomous extensions of the
logistic models, to multidimensional extensions, to models incorporating response time.

One of the earliest IRT extensions is the result of work by Fumiko Samejima. Inspired
by Lord’s early work in 1952, Samejima became interested in IRT and began consider-
ing the possibility of polytomous extensions. After graduating in 1965, Samejima took
several positions in North America, first as a visiting research psychologist at ETS,
where she met Lord. After a number of other short-term university positions, in 1973
she accepted a position at the University of Tennessee, Knoxville. Samejima published
work describing both normal ogive and logistic versions of what she called the graded
response model (Samejima, 1969, 1972). Her approach was to model the probability
that a test taker of a given proficiency would score at or above a given level on a polyto-
mously scored task (Barnhart, 2013).

The next major extension to IRT models was the nominal response model developed
by Darrell Bock (1927-2021) in 1972. After graduating from the University of Chi-
cago, Bock worked at the University of North Carolina at Chapel Hill, where he was
briefly a colleague of Fumiko Samejima, before returning to teach at the University of
Chicago in the same department as Ben Wright. Bock’s nominal response model was
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conceptually similar to Samejima’s heterogeneous graded response model but allowed
for unordered categories. As a result, it was useful for the sort of unordered data that
result from some psychological assessments as well as analyzing distractor patterns
within educational assessments (Wainer & Robinson, 2006). David Thissen and Lynne
Steinberg (1984 ) extended this latter use with their multiple-choice model. The multi-
ple-choice model extends the nominal response model to support a guessing parameter
to further support distractor analysis in education assessments.

The first polytomous extension from the Rasch perspective was provided by
David Andrich (1978). After completing his undergraduate education in Australia,
Andrich came to the United States to attend graduate school at the University of
Chicago. Although Andrich worked with both Ben Wright and Darrell Bock, there
is no doubt that he approached his work from a Rasch perspective. In fact, in 1977,
Andrich spent 6 months working directly with Georg Rasch at the Danish Insti-
tute for Educational Research. Andrich’s rating scale model estimates the probability
that a person with a given ability would achieve each of the possible score points
(Webster, 1998). The model, in addition to assuming that the slopes of the items
are fixed, assumes that the threshold structure is consistent across all items on the
exam. That is, the offsets between each score point and the nominal item difficulty
are consistent across all items. Although this assumption may be difficult to satisfy
for educational assessment, Andrich was primarily interested in Likert-type data,
where the assumption may be more likely to be satisfied. In 1982, Geoff Masters,
a fellow Australian and graduate of the University of Chicago, extended the rat-
ing scale model to make it more appropriate for educational assessments with the
partial credit model. The partial credit model allowed the threshold structure of
polytomous items to vary across the exam. This makes it possible for the difference
between two specific score points to vary by item. As the name suggests, this can
be applied in an educational context to provide some credit for a response that
demonstrates partial mastery.

In 1992, the partial credit model was extended again by Eiji Muraki. Muraki, like
Andrich and Masters, attended the University of Chicago for graduate school. Unlike
Andrich and Masters, Muraki was advised by Darrell Bock and brought a multiparam-
eter perspective to his extension of the partial credit model. In 1992, while studying at
Chicago, Muraki published the generalized partial credit model that allowed the slope of
the items to vary across the exam (Muraki, 1992). At roughly the same time, Wendy
Yen, while working at CTB, independently developed the same model (Yen & Fitz-
patrick, 2006). Although it was parameterized differently, Yen’s two-parameter partial
credit model and the generalized partial credit model are mathematically equivalent.
This work produced independently by Muraki and Yen transformed the Rasch derived
partial credit model to make it compatible with assessments that use a multiparameter
IRT model.

8
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Computerized Adaptive Testing

One prominent application of IRT is in the area of multistage and computerized adap-
tive testing, or what Lord originally referred to as “tailored testing.” Broadly speaking,
these approaches route test takers to different items based on proficiency estimates that
are produced iteratively as the test is administered. These approaches had been explored
in a classical test theory context in the 1950s and 1960s with Angoff and Huddleston’s
(1958) work on two-stage testing and Cleary et al’s (1968) work on a variety of “pro-
grammed” testing methods, but these ideas needed an IRT framework to be practical.
By the late 1960s, Lord had built on his earlier work on IRT to lay the theoretical
foundation for adaptive testing and developed IRT-based methods of delivering both
multistage tests with a router test and item-level computerized adaptive tests (Carlson
& von Davier, 2017; Lord, 1968). By the early 1970s, Lord had gone further to address
many of the practical challenges of adaptive testing, before the technology to deliver
these tests was broadly available (Lord, 1970, 1971a, 1971b, 1971c, 1971d; Wainer,
2000).

Since the earliest conceptualizations of computerized adaptive testing there has been
ongoing research on the best method for selecting items to be administered to each test
taker in a manner that maximizes score precision while respecting nonstatistical con-
straints on item selection. One of the most popular solutions to this problem known
as the weighted deviation method was introduced by Lord’s longtime collaborator, Mar-
tha Stocking (1942-2006). Lord hired Stocking in 1967 as a research scientist at ETS
after she completed her master’s degree in statistics at Rutgers University (Bennett &
von Davier, 2017; “Martha L. Stocking Swanson,” 2006). Although her most famous
and broadly applied contribution is undoubtedly the Stocking—Lord equating method
(Stocking & Lord, 1983 ), Stocking was also prolific in the area of computerized adap-
tive testing, where she published several important articles and reports on practical
considerations in controlling items exposure within an adaptive framework (Stocking
etal,, 1991a, 1991b; Stocking & Lewis, 1998, 2000; Stocking & Swanson, 1993, 1998).

An alternative approach to selecting items within a computerized adaptive test, while
respecting content constraints, was proposed by Howard Wainer in 1987 (Wainer &
Kiely, 1987). Wainer was hired in 1980 as a principal research scientist at ETS, where he
remained for 21 years (Robinson, 2005). While there, as a colleague of both Lord and
Stocking, he developed the testlet-based approach to selecting items within an adaptive
test. In the testlet-based approach, rather than selecting individual items, small groups
of items, or testlets, are administered as a set. These predefined groups of items can be
selected and reviewed by content experts to ensure they meet all blueprint constraints
before the exam is administered. Although this provides greater control over test con-
tent, it provides less adaptability than approaches that select one item at a time (van der
Linden, 2000).

A third approach to item selection within computerized adaptive tests was developed
by Wim van der Liden (2000). This approach, known as a shadow test, attempted to
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allow for selecting items one at a time, while ensuring that the complete form adheres to
all the underlying content constraints. In a shadow test, after each item is administered,
the selection algorithm selects an entire form for that test taker that includes all previ-
ously administered items and meets all blueprint constraints. The selection algorithm
then selects the item from this shadow test that provides the most information given
the test taker’s current ability estimate. Given an appropriate item pool, this approach
ensures that the test taker will receive an exam that meets the blueprint constraints and
is tailored to their ability.

The foundational theory, model extensions, and practical developments including
improved estimation procedures (see Bock, 1997; Luecht & Hambleton, 2021; and
Thissen & Steinberg, 2020) provided a basis that has allowed IRT to become largely
ubiquitous in educational measurement. The third and fourth editions of Educational
Measurement included major chapters on the topic. The applications are now so diverse
and widespread that the current edition recognizes that the topic can no longer be cov-
ered in a single chapter.

In the prior three sections we focused on theoretical and technical developments that
have shaped the current practice of educational measurement. In the next section we
return to a focus on the practice of assessment.

LARGE-SCALE TESTING

In the second section, we described how intelligence testing grew from its foundations
in the work of Galton, Spearman, and the eugenics movement. Intelligence testing rep-
resents a critical part of the history of the practice of testing, but it is only one part of
that history. There is an even longer history of standardized tests being used for selec-
tion, graduation, and the evaluation of individuals and schools. Over time, these efforts
developed into large-scale testing programs. Much of this testing is targeted at achieve-
ment rather than intelligence.

The Chinese began using written examinations for civil service selection more than
3,000 years ago when candidates were tested in the “six arts”: music, archery, horseman-
ship, writing, arithmetic, and ceremonies of public life. Two thousand years ago, written
tests were introduced in the “five studies”: civil law, military affairs, agriculture, revenue,
and geography of the empire. Later tests emphasized remembering and interpreting the
writings of Confucius. Even for these early examinations there was an understanding
that standardization was critical (DuBois, 1970).

The practice—and history—of Chinese testing was known in England and influ-
enced testing practice there. In 1833, standardized testing was instituted for the British
Indian civil service. Over time, similar practices were adopted in the United States. In
the 1860s, a bill was presented in Congress to institute a similar civil service system, but
that bill was never enacted. Civil service testing was eventually adopted in the United
States, but that adoption occurred in a piecemeal fashion. The various efforts impacted
specific departments in the government and came and went over time as funding was
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approved or ran out. A permanent civil service commission was finally established in
1883.

Although university-based tests can hardly be viewed as large-scale assessments, to
provide context we note that examinations have played an important role in that con-
text as well. Although oral examinations may have been part of Western education since
the founding of the first universities, written tests also have a long tradition. The written
examination that Karl Pearson completed to achieve the rank of third wrangler at Cam-
bridge, the Mathematical Tripos, dates to the 18th century. By the late 19th century,
written examinations were common in universities.

Horace Mann and Testing in Public Schools

Given the price of paper, it is not surprising that the adoption of written testing in
grammar schools lagged behind that in universities. In the United States, grammar
school students were typically assessed based on oral recitation in the first half of the
19th century. The drive to create standardized written student assessment in the United
States was motivated by the desire to move beyond judgments about students to eval-
uation of the performance of schools. By early-21st-century standards, the suggestion
that standardized testing within a single city should qualify as large-scale testing may
seem quaint, but nonetheless large-scale testing in the United States appears to have its
foundations in the tests administered in the Boston public schools at the instigation of
Horace Mann (1798-1859).

Mann is an icon of American education; he fought for universal nonsectarian edu-
cation, and in recognition of that effort, schools across the country are named in his
honor. He had essentially no experience as a teacher and yet he had exceptionally strong
opinions about teaching. Most important in the context of this chapter, Mann saw that
written tests were not only useful to evaluate individuals; the tests could also be used to
evaluate schools—and, by extension, school administrators.

Prior to the launch of these tests in 1845, Boston’s schools were evaluated by local
visiting committees. The individual schools were run by masters with little additional
oversight. The visiting committees routinely found the schools to be performing well
based on idiosyncratic and subjective criteria. Understandably, the masters wished to
be left alone to run their schools as they thought best (Reese, 2013). By contrast, Mann
and his allies believed standardized testing would bring a measure of quality control to
a bureaucratically managed and centralized education system. They also believed that
through this mechanism they could establish performance standards and systematize
education, teacher evaluation, and pedagogy.

In late spring 184S, after months of controversy between Mann and the Boston mas-
ters, the first large-scale written examinations were administered to students in Boston.
As Mann and his allies planned, the examination results were used both to understand
student learning and to challenge the authority of the masters. School accountabil-
ity testing arguably grew from Boston’s 1845 examinations, and Mann’s reform work
in Boston started a trend toward standardized testing throughout the United States,
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including most notably the New York Regents Examinations. The early Regents exam-
inations were introduced in 1868 following the model of Boston’s written examinations.
The initial examinations were used for high school admissions and to provide an annual
measure of student achievement (Phelps, 2007).

The Regents examinations were the vanguard of competitive testing in U.S.
schools. As school enrollment increased through the late 1800s, testing expanded
beyond classroom assessments to include standardized assessments for grade pro-
motion, high school admission, and high school graduation. Leading educators of
the time supported increasingly consolidated schools and standardized curricula as
well as standardized examinations, which were thought to spur excellence in teachers
and students while preparing students for challenges outside school settings (Reese,
2013).

The written examinations introduced by Mann and the New York Regents estab-
lished the use of standardized written examinations for both selection and account-
ability in the United States. Intelligence testing then went on to influence standardized
selection and accountability tests after World War I. This progression and interaction
will be apparent when we discuss the evolution of the SAT. However, there is an inde-
pendent strand in the history of testing that warrants attention; that strand represents
the continued use of tests to assess achievement, both for accountability and to evaluate
the progress of individual students. J. M. Rice is a noteworthy part of that strand.

Joseph Mayer Rice
Joseph Mayer Rice (1857-1934) remains relatively unknown, although his work laid
the groundwork for research by better known leaders in educational research, including
E.L. Thorndike and Terman (Graham, 1966). He trained and practiced as a pediatrician
and, at some point, became interested in pedagogy. This interest motivated his travels in
Europe to learn about the developing field of psychology and contemporary theories of
pedagogy. After returning to the United States, he developed and implemented tests of
spelling, mathematics, and language to evaluate the impact of the pedagogical methods
used across schools in cities around the country. He published the results from these stud-
ies in the popular magazine The Forum (Rice, 1897a, 1897b); many of his original articles
were included in his best-known work, Scientific Management in Education (Rice, 1913).”
Rice succeeded in collecting large data sets to support his critique of the less-than-pro-
gressive educational practices that were prevalent at the time. His first study focused on
spelling. In describing this work, Rice reported, “During this time three different tests
were made; the number of children examined reaching nearly 33,000” (1897a, p. 164).
The primary motivation of this data collection was to explore the relation between the
amount of time used to drill spelling in the classroom and the outcomes measured by
Rice’s tests. Rice’s contemporary, E. L. Thorndike, criticized Rice for being too quick
to jump to speculative conclusions in interpreting his results (E. L. Thorndike, 1903).
Nonetheless, it is reasonable to consider this data collection to be the beginning of the
science of educational research. Stanley (1966) suggested that this was likely “the first
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full-scale ‘experiment’ ever done in schools and published” (p. 135). It is similarly not
difficult to find evidence to support the conclusion that Rice was a self-promoter who
brought muckraking to the field of education (Graham, 1966).

School-Based Achievement Testing

In a previous section we discussed the rise of intelligence testing following World War
I. At that same time, the use of achievement tests also grew dramatically. Students
were often tested with both intelligence and achievement tests in an effort to evalu-
ate whether their performance was in line with their potential.”® The other SAT—the
Stanford Achievement Test—was developed by Kelley, Ruch, and Terman in 1922.
An advertisement for the test in Kelley (1927, end of volume) somewhat ironically
describes the test as follows:

This new battery of achievement tests is designed to measure very thoroughly the
knowledge and ability of pupils in school subjects in grades two through eight.
It covers all the ground necessary to cover for ordinary purposes of educational
testing.

The score in any subject is immediately comparable with the score in any other
subject, and valid composite scores for any number of subjects taken together are
readily obtainable. Age norms as well as grade norms make possible the deriva-
tion of a satisfactory educational quotient.

The battery included tests of arithmetic, reading, spelling, science information, and his-
tory and literature. A century after its introduction, the test—now in its 10th revision—
is still in use.

In 1927, the Stanford Achievement Test was far from the only large-scale test avail-
able. Kelley (1927) listed 4 elementary school achievement batteries, as well as 12
elementary intelligence tests, 15 elementary reading tests, and 10 elementary spelling
tests. Clearly, the decade after the First World War was a period of substantial growth
for standardized testing.

Over time, other achievement tests were introduced. Perhaps the best known was
the Iowa Test of Basic Skills, which continues to the present day as part of the Iowa
Assessments. These tests supported a substantial testing industry, including for-profit
corporations such as CTB/McGraw-Hill, Riverside, and the World Book Company.
These large-scale achievement tests also provided motivation for improving testing pro-
cedures. Perhaps most notably, E. F. Lindquist—who was a major force behind the Iowa
testing program—introduced the first optical scanner to score multiple-choice items.

So far, this section has focused on achievement tests. These tests were intended as
accountability measures for schools, to assess individual progress, and as a means of
evaluating the efficiency of differing pedagogical approaches. We now consider two
tests used for college admissions: One had its origins in intelligence testing and the
other in achievement testing.
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The SAT

The group that developed and administered the Army Alpha test included luminaries
of the science of intelligence testing such as Yerkes, Terman, Goddard, and Otis. The
group also included Carl Brigham (1890-1943). The Army Alpha test was used to mea-
sure the “verbal ability, numerical ability, ability to follow directions, and knowledge of
information” of military recruits. As we have seen, Army Alpha helped to launch the
now-ubiquitous multiple-choice question; it also introduced intelligence testing on a
large scale. Perhaps less well known is the fact that it was a steppingstone to the creation
of the Scholastic Aptitude Test, the precursor to the current SAT. The connection
between the two tests is straightforward; after the war, Brigham adapted the Army
Alpha test to create the original SAT.

Established in 1900, the College Entrance Examination Board represented member
colleges in the interest of developing uniform assessments (essays at the time) aligned
with the curricula of schools that supplied graduates to elite institutions of higher edu-
cation (Lemann, 2004). Previously, individual schools were responsible for developing
their own admissions essays, and the College Board examinations introduced unifor-
mity into the administration process, the tested content, and the scoring. The College
Board essay tests were first administered in 1901 (Fuess, 1950). Though the goal of
these examinations was standardization, College Board member schools expressed
concerns in the 1920s about the subjectivity in scoring and the narrowing effect the
exams had on high school curricula (Bennett, 2017).

These concerns led to the development of alternative assessment approaches, includ-
ing multiple-choice achievement and aptitude tests, leading to the development and
adoption of Brigham’s Scholastic Aptitude Test™ in 1926 (Lemann, 2004).

Led by James Bryant Conant, then-president of Harvard University, in collabora-
tion with Brigham and Henry Chauncey (then-assistant dean of admissions, Harvard
University), the test was first employed to identify scholarship students based on their
intellect, not their educational background. Harvard began using the test in 1934 to
identify scholarship students, eventually requiring it of all applicants beginning in 1941.
It became a requirement of College Board member schools in 1942.

The first version of the SAT, in use from 1926 to 1930, comprised nine subtests con-
taining 315 multiple-choice questions; it was administered under highly speeded con-
ditions, allowing 97 minutes for the full administration. The more familiar two-section
format, testing verbal and mathematical aptitude, was introduced in 1930 (Lawrence et
al., 2004).

As discussed earlier, intelligence testing rose to prominence during this same period.
By 1932, a vast majority of large school systems in the United States were using intelli-
gence testing to guide ability grouping (Haney, 1984). Despite the similarities in gen-
eral appearance between intelligence tests and contemporaneous versions of the SAT,
there is a marked tension between intelligence testing and the SAT. Throughout much
of its existence, the developers of the SAT have argued that instead of measuring intel-
ligence, versions of the SAT have been designed to measure aptitude and reasoning.
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Currently, the College Board claims that its questions focus on skills that matter for
college success.

ACT (Formerly American College Testing)

Although the SAT was the first large-scale college admissions test, it is no longer the
largest. In response to the increasing number of college applicants following World
War II and the federal initiatives of the Great Society to increase access to higher edu-
cation, there was a high demand for standardized tools to support college admissions
decisions. The SAT was commonly used in the northeastern states, but elsewhere in the
country, states developed their own admissions tools, which increased the complexity of
college application, particularly for out-of-state students (ACT, 2009). The American
College Testing Program, also known as the ACT Test and ACT,* was an attempt to
meet this need. The program had its roots in the Iowa Academic Meet, the first Iowa
testing program for high school students.

The Iowa Academic Meet, or the “Brain Derby,” was developed in 1929 by E. F. Lind-
quist (editor of the first edition of Educational Measurement) under the direction of
Professor Thomas Kirby (Holmgren, 2009). The Iowa Meet, in its early form, was used
to identify outstanding scholars while raising the standards of instruction across Iowa
high schools by testing every student (Lindquist, 1976, as referenced by Croft & Beard,
2021). This grew into the Iowa Assessments (previously known as the Iowa Testing
Programs). Iowa Assessments were administered to students in Jowa beginning in 1935
and around the country beginning in the 1940s.

The ACT, cofounded by Lindquist and Ted McCarrell of the University of Iowa, was
introduced in 1959 and was designed to assess a student’s general educational devel-
opment. It incorporated multiple-choice questions that had previously appeared on
the Iowa Test of Educational Development, allowing for rapid development (Croft &
Beard, 2021). The original ACT had four sections—English, mathematics, social stud-
ies, and science—and was delivered in 3 hours (Croft & Beard, 2021; see ACT, 2009,
for further details).

The ACT was originally tied to the assessment of knowledge, in contrast to the SAT’s
focus on aptitude. Although this historical distinction exists, it would appear to be of
little practical importance given the high correlation that exists between the tests—typ-
ically reported to be approximately .90—and the existence of widely used concordance
tables that allow the scores to be used interchangeably (College Board & ACT, 2018;
Perez, 2002).

In the previous pages, we considered tests designed for accountability, tests designed
as a metric of individual student achievement, and tests for selection. So far, the tests
we have discussed have one thing in common: They produce an interpretable score for
each test taker. We conclude this section by considering a test explicitly designed so that
individual scores cannot be produced.
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NAEP

In 1867, Congress established a Department of Education. Among the purposes of
the department was “collecting such statistics and facts as shall show the condition
and progress of education in the several States and Territories” (An Act to Establish
a Department of Education, 1867, Sec. 1). In essence, the department was to produce
a national assessment of educational progress. This did not happen; the Department
of Education was reduced to an office and then made part of the Department of the
Interior.

Nearly 100 years later, the idea of a national assessment of educational progress was
revived. (See also Ho & Polikoff, this volume, for a review of the history and current
use of NAEP for accountability purposes.) In 1964, the test was funded by the Car-
negie Corporation. The Education Commission of the States subsequently took over
administration with funding from the Carnegie Corporation and then with increasing
funding from the U.S. Office of Education. Congress took over all funding for NAEP in
1972 and moved NAEP to the National Institute of Education in 1978.

From the outset there was an effort to make NAEP an outstanding example of
measurement science. The office of education—and later the Department of Educa-
tion—contracted and consulted with the most respected organizations in the country,
including ETS, the American Council on Education, American College Testing (ACT),
Human Resources Research Organization, and the American Institutes for Research.
This led to innovation and the application of state-of-the-art methodology.

Ralph Tyler (1902-1994), a contributor to the first edition of Educational Measure-
ment, was an early advisor on the project. It was Tyler’s reccommendation to base the
national assessment on a systematic sampling strategy rather than a more exhaustive
program of testing. Sampling reduced cost, but also ruled out the possibility of produc-
ing scores for individuals, which was prohibited by the legislation.

In 1983, the sophistication of the NAEP administration again took a major step for-
ward. ETS was awarded a contract by the Department of Education to design and con-
duct the examination. ETS proposed numerous changes (Messick et al., 1983). They
included a more sophisticated sampling design as well as the introduction of IRT to
support test construction and to carry out linking across test forms and across years.

As we noted previously, NAEP has been an example of excellence and innovation in
assessment science since the 1960s. In the IRT chapter from the fourth edition of Edu-
cational Measurement, Yen and Fitzpatrick (2006) described NAEP as “the most famous
example of a matrix-sampled test.” They go on to say that “NAEP is also notable for the
use of IRT in combination with advances in missing data technology and hierarchical
analyses to estimate population characteristics without estimating individual examinee
scores” (p. 145). NAEP was referenced in five separate chapters in the 1989 edition of
Educational Measurement and in eight separate chapters of the fourth edition (Brennan,
2006).%
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As this section suggests, much of the development of large-scale testing has happened
in the United States, but in recent decades these tests have become important around
the globe. For example, in China, the National College Entrance Examination, which
determines eligibility for postsecondary education, is taken by approximately 10 mil-
lion students each year. Because of the impact this test can have on future career oppor-
tunities, students spend years preparing for it (Larmer, 2014). High school graduation
and university selection tests are also an established part of education in many other
countries (see Clauser & Margolis, 2023). Beginning in the 1990s, three large-scale
achievement tests have also been administered internationally in multiple languages:
these include the Trends in International Mathematics and Science Study (TIMSS, first
administered in 1996), the Programme for International Student Assessment (PISA,
first administered in 2000), and the Progress in International Reading Literacy Study
(PIRLS, first administered in 2001). These international tests are discussed in detail in
Chapter 20 of this volume by Braun and Kirsch.

THE HISTORY OF EDUCATIONAL MEASUREMENT
AS REFLECTED IN FIVE EDITIONS OF EDUCATIONAL
MEASUREMENT

The multiple editions of Educational Measurement now span more than 7 decades
(Brennan, 2006; Lindquist, 1951; Linn, 1989; R. L. Thorndike, 1971), and in this final
section we consider how these volumes fit into the history of Educational Measurement.
Since the first edition was published, it has been a highly regarded standard reference.
The volumes can fairly be seen as representing the state of the art for educational mea-
surement, but in general they do not represent the cutting edge (for example, the 1971
edition included only passing mention of the relatively new technology represented
by IRT, although it had been thoroughly described by Birnbaum in Lord and Novick’s
1968 text and by Rasch in 1960).

Although there are lead authors responsible for the chapters in each of the volumes,
the works have been intentionally collaborative. The Lindquist volume lists collabora-
tors along with the lead authors on the title page of each chapter. Subsequent volumes
all highlight the reviewers for each chapter. Although there is sometimes disagreement
within the field about some of the views expressed, the resulting chapters are at least
intended to make a consensus statement about their specific topics. As such, changes
across chapters from one edition to the next provide a useful view of how the field has
evolved. In reviewing the third edition, Cronbach (1989b) commented on the increased
length of each subsequent volume, the topics covered, and the level of mathematical
sophistication required of the reader. In addition to these changes across editions, we
also consider how the authors have changed over 70 years.

A synoptic view of the four earlier volumes provides considerable insight. Each of the
volumes has a section on measurement theory. In the third and fourth editions, this is
broadened to include “theory and principles.” In the first two editions, this section is
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placed after the more practical sections on test development and administration. In the
subsequent editions, theory is (literally) given priority by being placed at the beginning
of the volume. This seems to reflect a change in the intended audience of the volumes;
it may also reflect a change in the field, with higher expectations that practitioners have
advanced training. In a sense, these subsequent volumes demonstrate that the place of
the measurement profession was now established.

One interesting way to look across the editions is to consider how the content has
changed in subsequent chapters on the same topic. Examining the parallel chapters pro-
vides a detailed outline of historical changes in thinking within the field. For example,
the chapters on validity allow the reader to see how the concept grew from validity as
correlation and prediction (in Cureton’s 1951 chapter) to include construct validity
(as described by Cronbach, 1971). Messick (1989) then broadened the view of con-
struct validity and gave particular attention to consequences and Kane (2006) formal-
ized the idea of validity as a structured argument in support of the inferences we make
based on test scores. Green (2008) pointed out that in the fourth edition correlation
and prediction are almost absent from the presentation of validity.

Kolen (2021), in discussing the history of equating, made a similar case for the
historical value of the early editions of Educational Measurement. He described Flana-
gan’s (1951) chapter as the first comprehensive description of equating and discussed
how Angoff (1971)—writing in the second edition—reconsidered some of the basic
assumptions of equating (e.g., the idea that equating should be sample invariant). As
is the case with validity theory, changes in practice continue to be documented in
the subsequent editions as equal percentile and IRT-based approaches receive more
attention.

In addition to considering how similar content has evolved across parallel chapters
in the editions of Educational Measurement, it is interesting to note how the content has
changed across volumes. In all five editions the section on theory includes chapters on
validity, reliability, and equating. The first two editions also included chapters related
to theory, which were dropped from subsequent editions. Both the first and the second
editions included chapters on approaches for considering multiple measurements (i.e.,
batteries and profiles). As less attention has been given to intelligence testing, these
sections appear to have been considered less relevant. These two early editions also
included chapters on the nature of measurement; this topic was not included in the third
or fourth editions but has a reprise in the current edition.

Not surprisingly, the section on theory and principles in subsequent editions also
includes chapters that were not included in the first two volumes. Three chapters in the
Linn (1989) edition clearly reflect trends in the field that have received considerable
attention since the second edition was published: IRT, cognitive psychology, and bias
in testing. As Cronbach (1989a) pointed out, although by 1971 there had already been
along presentation of IRT by Birnbaum and a book on computer-assisted testing, there
is almost no mention of IRT in the second edition. The attention given to this area
since the 1970s is reflected by the chapters included in the third and fourth editions.
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Similarly, the controversy over racial differences in IQ scores, concern for equity and
fairness, and the increased attention given to consequences as an integral part of test
validity led to a very significant focus on test bias. This is reflected in the chapter on bias
in the third edition. Finally, chapters on cognitive psychology in the third and fourth
editions reflect the extent to which measurement experts searched for a theory-based
foundation for assessment practice.

In addition to considering the content of the editions, it is interesting to consider how
the contributors have changed over time. In the first three editions, the majority of the
authors were affiliated with universities (57%, 61%, and 69%, respectively). In the two
most recent editions, fewer than 50% of the authors had university affiliations; most
were associated with nonprofit organizations. Relatively few of the contributors to any
of the editions have come from for-profit testing companies.

The authors who have made contributions to Educational Measurement have also
changed in another important way over time. The list of authors in the first two editions
included only one woman.* The percentage of women contributing to the volumes has
substantially increased with the subsequent editions. Across the four earlier editions,
the percentage of women authors was 4, 0, 27, and 35, respectively. In the current edi-
tion more than 40% of the authors are women.

SOME FINAL THOUGHTS

In this chapter we have described some of the critical themes and events in the his-
tory of educational measurement. We believe that understanding the history of our
field is important. To use a phrase that Howard Wainer (2005, p. 118) attributed
to Aristotle, “We understand best those things we see grow from their very begin-
nings.” If we wish to understand the field of educational measurement, we would be
well served by understanding how it developed. That history tells us something of
what has been accomplished since the time of Francis Galton. It is easy to view the
development of correlation by Galton and Pearson; the adoption of those methods
for correlational psychology by Spearman; the extension of Spearman’s formulas by
Kelley, Kuder and Richardson, and Cronbach; and finally the development of gener-
alizability theory as an inevitable evolution. The history as presented in this chapter
documents that evolution, but it also makes clear that there was nothing inevitable
about it. The dominant approach to understanding reliability could instead have been
based on Edgeworth’s generalizability-like framework—which was published before
Galton’s introduction of the correlation coefficient. The evolution of test theory, like
Darwinian evolution, has not been a progression toward some abstract perfection; it
simply reflects the relative usefulness of different approaches given the environment
in which they exist. Spearman’s work supported an exploration of the nature of intel-
ligence, and that exploration was well suited to an environment shaped by the widely
popular eugenics movement.
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These beginnings have had a lasting impact on both the theory and the practice of test-
ing. As we discussed in the second section, the Army Alpha test brought to prominence
large-scale intelligence testing using multiple-choice questions. The focus on intelligence
testing had a major impact on testing practice—up to and including early versions of
the SAT, which were modeled after the Army Alpha test; the general format represented
by these tests (if not the content) has remained dominant for over a century.

The early prevalence of intelligence testing also created a close link between testing
theory and practice and the eugenics movement. This link helps to explain why the
public may not trust experts who suggest that they can benefit society by measuring
minds. The eugenics movement caused horrific suffering both in Europe and in the
United States. Many of the great thinkers in statistics and educational measurement
were closely aligned with that movement. Names like Galton, Pearson, Spearman,
Fisher, Goddard, and Kelley represent a very partial list of eugenicists associated with
educational measurement.

In understanding the context that has produced the practice of testing in the 21st
century, it is also important to remember the political forces that have shaped testing.
At least as far back as the 1860s, the U.S. Congress has made political decisions about
whether to support—or to withhold support from—testing. The civil service commis-
sion and the army testing program during World War I are early examples, but the test-
ing mandates put in place to evaluate the American education system and to provide
accountability (such as NAEP) have likely done even more to shape the field of educa-
tional measurement.

Another example of the importance of context arises in the sections on scaling and the
development of IRT. These sections are closely linked and both remind us that beliefs
about the nature of educational measurement have not only changed over time, but also
varied across researchers at the same time. Fechner constructed a scale that reflected his
understanding of measurement from the study of physics. Binet, by contrast, rejected
the link between psychological and physical measurement, stating, “The scale prop-
erly speaking does not permit the measure of intelligence, because intellectual qualities
are not super-posable, and therefore cannot be measured as linear surfaces” (Binet &
Simon, 1916, p. 40). This split between pragmatism and philosophical beliefs about the
nature of measurement resulted in high-profile disagreements between the adherents
of multiparameter IRT and Rasch measurement. That debate continues in more recent
works such as those by Mari et al. (2021) and Irribarra (2021). Understanding how
these differences of opinion have persisted should help the reader to hold these dis-
agreements in perspective.

Each of the sections in this chapter provides an example of why we believe that
the theory and practice of educational measurement needs to be understood in their
historical context. It is easy to read a text on classical test theory or IRT and come
away with the impression that they are inevitable truths describing immutable rela-
tionships. These theories are simply tools that have proven useful in specific contexts.
These tools are valuable (and the present authors have spent decades trying to mas-
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ter their use), but as the questions we ask change, the tools may need to change as
well. Historical context provides an understanding of how and when those changes
become critical.

In the end, it is not our intention to tell the reader how to interpret the history of
our field. We certainly do not have answers to the question of what lessons should
be learned from that history. But we do believe that leaders in educational measure-
ment will understand the field better when they understand how it has grown from
its beginnings.
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NOTES

1.

The first and second wranglers that same year are decidedly less well known:
Andrew James Campbell Allen and George Francis Walker. Other well-known
scholars who performed well in the examinations but failed to achieve first place
include Alfred North Whitehead, John Venn, Bertrand Russell, Thomas Malthus,
John Maynard Keynes, and R. A. Fisher.

Several other formulations of this equation may be more familiar to the reader,

2lw)
\/Z'szyz

This statement obviously reflects Pearson’s enthusiasm for eugenics, but it should

including r,, =

be noted that it was made years before the atrocities of the Holocaust were widely
known.

The form of the equation provided in the text is the one presented by Spearman.
The reader may be more familiar with the following equivalent formulation in

which x and y replace p and ¢, r,, = B
P p q, X'y (rxxryy
The reader may be familiar with the following formulation in which r|| is the reli-
ability of the original test and ry is the reliability of a test lengthened by a factor of
Kr, )

1+ (K -1,

KK

Clauser (2021) provided a more detailed presentation of the material in this
section.

These papers were originally published in 1905, 1908, and 1911. In 1916, at God-
dard’s instigation, they were translated and published in a single volume. In what
follows, the chronology of development will be based on the original publication
dates, but specific references will be to the translation.

Some previous authors explicitly state that Binet and Simon may have been the
first psychologists to work with item characteristic curves (e.g., Hambleton &
Swaminathan, 1985). This requires a broad definition of item characteristic curve.
Binet and Simon examined the probability of a correct response as a function of
age rather than as a function of estimated ability. In this context, it is also worth
noting that it does not appear that Binet and Simon actually plotted their results;
instead, they presented the results in tabular form. That said, several of the tables in
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10.

11.
12.

13.

14.
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16.
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their paper on application of the new methods present scores as a function of age
and could scarcely be more informative if they were converted to graphic form.
Our copy was signed by Goddard in 1949 with a note supporting such beneficial
outcomes claiming that “Deborah Kallikak still lives, not in story but in fact. She
is now 58 years old in good health and enjoying life . . . across the street from the
Vineland Training School where she was living when this book was written.”
The idea of forming a quotient by dividing mental age by chronological age was
originally recommended by the German psychologist William Stern, but the
widespread use and its transfer to a three-digit scale—with 100 representing a
1:1 ratio of mental age to chronological age—is the result of Terman’s work.
Not to be mistaken for the publishers of the World Book Encyclopedia.
The Terman study may be the longest running psychological study. The Fels
study ran longer—from 1929 to 2018—however, this study was primarily
focused on physiological measurements.
In addition to Terman’s effort to follow individuals into adulthood to examine
how their exceptional IQs impacted their lives, he apparently thought it was pos-
sible to estimate the IQs of historical figures; he published a paper in which he
estimated Francis Galton’s childhood IQ by evaluating his childhood mental age
based on records of his childhood behavior. He concluded that his IQ must have
been around 200 (Terman, 1917).
Brigham subsequently changed his mind about the usefulness of intelligence tests
for making racial comparisons. In Brigham (1930), he made this change of opin-
ion clear, stating in reference to A Study of American Intelligence, “This review has
summarized some of the more recent test findings which show that comparative
studies of various national and racial groups may not be made with existing tests,
and which show; in particular, that one of the most pretentious of these compara-
tive racial studies—the writer’s own—was without foundation” (p. 165).
Even Helen Keller supported the eugenics movement. In 1915, she wrote a let-
ter to New Republic supporting a doctor who withheld treatment from a severely
disabled baby. In that letter she advocated the formation of juries of physicians
to make such decisions, stating, “A mental defective . . . is almost sure to be a
potential criminal. The evidence before a jury of physicians considering the case
of an idiot would be exact and scientific. . .. They would act only in cases of true
idiocy, where there could be no hope of mental development.” She went on to
say, “Conservatives ask too much perfection of these new methods and institu-
tions, although they know how far the old ones have fallen short of what they
were expected to accomplish. We can only wait and hope for better results as the
average of human intelligence, trustworthiness and justice arises.”
Readers may be more familiar with this formulation in which the subscript ¢

O- .
=

signifies true score and the subscript x signifies total score: .
2
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17.

18.

19.

20.

21.

22.

23.
24,

2S.

26.

27.

28.

It is worth noting that a paper by Cyril Hoyt (1941) published in Psychometrika
a decade earlier (and cited by Cronbach) also demonstrated that the KR20
represented the mean of all possible split-half estimates. Hoyt’s paper also pro-
vided a link to generalizability theory by producing the estimate based on analy-
sis of variance.

The suggestion that error of measurement might be a more useful metric than a
reliability coefficient did not originate with Cronbach. Otis and Knollin (1921)
and Kelley (1921) both made this argument. As we noted, the histories of the
classical test theory and generalizability theory perspectives are intertwined.
This is a simplified description of generalizability theory. For a more complete
description, see Cronbach et al. (1972) or Brennan (2001a). Brennan (2021)
specifically presented aspects of the history of generalizability theory.

In addition to this, Edgeworth also published two papers on correlation years
before Pearson’s paper and he coined the term coefficient of correlation.

In the second edition of Educational Measurement, William Angoff wrote a chap-
ter titled “Scales, Norms, and Equivalent Scores” (Angoff, 1971). Angoff viewed
scaling as the process of defining the scale on which scores are to be reported.
This relationship would have been familiar to Fechner through his research on
electricity. Georg Ohm had written that the loss of current would be a logarith-
mic function of the length of the wire: V'=m Log (1 + x).

Lord also proposed the less well-known four-parameter IRT model.

In this context, it is worth noting that Lord was substantially focused on models
that were applicable to multiple-choice questions. Rasch’s interests were more
general. Rasch (1960/1980) presented a model for reading accuracy, a model
for reading speed, and a model for intelligence tests. In reviewing Rasch’s book
for Psychometrika, Sitgreaves (1963) noted that the first two of these models are
more fully developed than the third.

Wright (1968) was based on a paper presented at ETS in 1967, but Wright did
not actually discuss the model in that paper—it is included as a footnote, which
may have been added later.

Thissen and Steinberg (2020) attributed the use of the term one-parameter
model to Wainer.

The research reported in this volume began with his study of spelling in 1895.
Work on mathematics and language followed in 1901 and 1903, respectively.
Kelley (1927) considered this an inappropriate practice. He commented, “On
the average, in the neighborhood of .90 of the capacity measured by an all-round
achievement battery score,—reading arithmetic, science, history, etc.—and

the capacity measured by a general intelligence test is one and the same. Ifa
comprehensive educational achievement test and a general intelligence test each
give ‘fairly reliable’ total scores, each would need to be more than ten times as



29.

30.

31.
32.
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long to yield equally reliable measures of the difterence between the educational
achievement and intelligence scores” (pp. 21-22). It may be that the intentions
behind these approaches to testing differ more than the results.

SAT was originally an initialism representing Scholastic Aptitude Test. The name
was subsequently changed to Scholastic Assessment Test and is now officially
SAT.

Similar to the SAT, ACT originally was an initialism for American College Test-
ing. ACT is now the official name of the test.

For more information on the evolution of NAEP, see Jones and Olkin (2004).
This information is inferred from the names of the authors. In the case of K. W.
Vaughn, this inference was not possible and we were unable to find other specific
information about this author.





