Supplemental Materials A. Derivation of full conditional posterior of horseshoe prior case
Here, we describe the full conditional posterior of latent regression coefficients. The latent regression part is specified as 
	
	
	(1) 


and
	
	
	(2) 


Matrix formulation of the regression model is 
	
	
	(3) 


where , the size of  is  and its ,  element is , and  follows multivariate normal distribution:
	
	
	(4) 


where  is an  identity matrix. In this supplemental material, we include  parameter and derive its posterior distribution.
In the horseshoe prior case, we assume hierarchical priors for regressing coeffects:
	
	
	(5) 
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The half-Cauchy distribution is represented as hierarchical form of inverse gamma distributions:
	
	
	(8) 

	
	
	(9) 


where “InvGam” is the inverse gamma distribution with parameters  and : . The same expression for is 
	
	
	(10) 

	
	
	(11) 


Prior for  is also inverse gamma distribution:
	
	
	(12) 



Joint conditional distribution of the parameters is proportional to 
	
	
	(13) 


where  and . The logarithm of the joint conditional distribution is 
	
	
	(14) 


We derive conditional posteriors of each parameter. First, posterior of the regression coefficients  can be seen
	
	
	(15) 


where  and “Diag” means that the diagonal elements of the matrix are its arguments and the off-diagonal elements are all 0. Then, using square completion, the logarithm of the conditional posterior of regression coefficients is 
	
	
	(16) 


where  and . Therefore, the posterior of the regression coefficients  is multivariate normal distribution.
Next, posterior distribution of  can be calculated based on 
	
	
	(17) 


Then, summarizing the terms provides the following formulation:
	
	
	(18) 


where 
	
	
	(19) 


Therefore, posterior distribution of  is an inverse gamma distribution:
	
	
	(20) 


Almost same procedure can be applied to derive the posterior of . Focusing the terms including , the  consists of following terms:
	
	
	(21) 


and introducing the two parameters as 
	
	
	(22) 


Then, the posterior of  is inverse gamma distribution again:
	
	
	(23) 

	
	
	(24) 


Similarly, the posterior of  consists of the following simple terms:
	
	
	(25) 


and expresses parameters of the posteriors as 
	
	
	(26) 


The posterior of  is also inverse gamma:
	
	
	(27) 

	
	
	(28) 


The posterior of the global shrinkage parameter  is derived from the same procedure. We first gather the terms associated with  and organize them:
	
	
	(29) 


and use the following representation:
	
	
	(30) 


This formulation implies that the posterior of  is inverse gamma distribution:
	
	
	(31) 

	
	
	(32) 


The final parameter thinking about here is the  and its posterior consist from 
	
	
	(33) 


and letting  and  as 
	
	
	(34) 


Finally, we obtain inverse gamma distribution for the posterior of :
	
	
	(35) 

	
	
	(36) 


The horseshoe prior+ case, the same derivation can be applicable to change  to 
	
	
	(37) 

	
	
	(38) 


This is a hierarchy of two half-Cauchy distributions, and the hierarchical representation for the half-Cauchy distributions are the following:
	
	
	(39) 

	
	
	(40) 

	
	
	(41) 

	
	
	(42) 


Then, we construct joint probability of the parameters and apply the derivation procedure explained above for the posterior of the horseshoe prior+ parameters.
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Supplemental Materials B. Simulation results of the second simulation

	Table S1. 
Second simulation result of discrimination parameter of two parameter logistic item response theory model

	# Item
	Sample size
	# Covariate
	Double-exponential
	　
	Horseshoe
	　
	Horseshoe+
	　
	Uniform

	
	
	
	Bias
	RMSE
	95% CI length
	　
	Bias
	RMSE
	95% CI length
	　
	Bias
	RMSE
	95% CI length
	　
	Bias
	RMSE
	95% CI length

	10
	100
	20
	-0.394
	0.291
	1.397
	　
	-0.273
	0.229
	1.458
	　
	-0.269
	0.228
	1.462
	　
	-0.438
	0.322
	1.345

	
	
	40
	-0.556
	0.385
	1.299
	
	-0.304
	0.236
	1.449
	
	-0.298
	0.232
	1.453
	
	-0.645
	0.461
	1.213

	
	1000
	20
	-0.079
	0.055
	0.631
	
	-0.050
	0.054
	0.638
	
	-0.049
	0.052
	0.640
	
	-0.082
	0.056
	0.627

	
	
	40
	-0.109
	0.059
	0.622
	　
	-0.051
	0.051
	0.639
	　
	-0.049
	0.050
	0.640
	　
	-0.113
	0.060
	0.616

	30
	100
	20
	-0.350
	0.244
	1.305
	
	-0.287
	0.214
	1.331
	
	-0.284
	0.213
	1.332
	
	-0.350
	0.246
	1.287

	
	
	40
	-0.420
	0.288
	1.270
	
	-0.300
	0.227
	1.331
	
	-0.296
	0.225
	1.334
	
	-0.431
	0.297
	1.244

	
	1000
	20
	-0.094
	0.047
	0.549
	
	-0.076
	0.044
	0.553
	
	-0.076
	0.044
	0.553
	
	-0.095
	0.047
	0.547

	
	
	40
	-0.107
	0.046
	0.545
	　
	-0.075
	0.041
	0.553
	　
	-0.075
	0.041
	0.553
	　
	-0.108
	0.046
	0.543







	Table S2. 
Second simulation result of difficulty parameter of two parameter logistic item response theory model

	# Item
	Sample size
	# Covariate
	Double-exponential
	　
	Horseshoe
	　
	Horseshoe+
	　
	Uniform

	
	
	
	Bias
	RMSE
	95% CI length
	　
	Bias
	RMSE
	95% CI length
	　
	Bias
	RMSE
	95% CI length
	　
	Bias
	RMSE
	95% CI length

	10
	100
	20
	0.010
	0.153
	1.042
	　
	0.005
	0.111
	0.994
	　
	0.005
	0.110
	0.992
	　
	0.015
	0.223
	1.096

	
	
	40
	0.011
	0.291
	1.167
	
	0.008
	0.119
	1.019
	
	0.008
	0.115
	1.015
	
	0.011
	0.487
	1.277

	
	1000
	20
	-0.003
	0.021
	0.309
	
	-0.002
	0.019
	0.305
	
	-0.003
	0.019
	0.306
	
	-0.003
	0.023
	0.311

	
	
	40
	0.002
	0.025
	0.316
	　
	0.002
	0.018
	0.308
	　
	0.002
	0.017
	0.307
	　
	0.002
	0.028
	0.317

	30
	100
	20
	-0.009
	0.137
	0.983
	
	-0.006
	0.121
	0.963
	
	-0.006
	0.119
	0.962
	
	-0.009
	0.163
	1.000

	
	
	40
	-0.012
	0.192
	1.029
	
	-0.010
	0.130
	0.972
	
	-0.010
	0.127
	0.969
	
	-0.010
	0.239
	1.056

	
	1000
	20
	0.002
	0.019
	0.298
	
	0.002
	0.018
	0.296
	
	0.002
	0.018
	0.296
	
	0.001
	0.021
	0.298

	
	
	40
	0.000
	0.021
	0.299
	　
	0.001
	0.017
	0.295
	　
	0.001
	0.017
	0.295
	　
	0.000
	0.023
	0.300







	Table S3. 
Second simulation result of correlation between estimated and true theta

	# Item
	Sample size
	# Covariate
	Double-exponential
	　
	Horseshoe
	　
	Horseshoe+
	　
	Uniform

	
	
	
	Mean
	
	(SD)
	
	　
	Mean
	
	(SD)
	
	　
	Mean
	
	(SD)
	
	　
	Mean
	
	(SD)
	

	10
	100
	20
	.926
	
	(.017)
	
	
	.927
	
	(.017)
	
	
	.927
	
	(.017)
	
	
	.922
	
	(.018)
	

	
	
	40
	.918
	
	(.021)
	
	
	.925
	
	(.019)
	
	
	.925
	
	(.019)
	
	
	.909
	
	(.024)
	

	
	1000
	20
	.933
	
	(.010)
	
	
	.933
	
	(.010)
	
	
	.933
	
	(.010)
	
	
	.933
	
	(.010)
	

	
	
	40
	.932
	
	(.010)
	
	　
	.932
	
	(.009)
	
	　
	.932
	
	(.009)
	
	　
	.932
	
	(.010)
	

	30
	100
	20
	.971
	
	(.005)
	
	　
	.972
	
	(.005)
	
	　
	.971
	
	(.005)
	
	　
	.971
	
	(.006)
	

	
	
	40
	.971
	
	(.006)
	
	
	.972
	
	(.006)
	
	
	.972
	
	(.006)
	
	
	.969
	
	(.006)
	

	
	1000
	20
	.973
	
	(.003)
	
	
	.973
	
	(.003)
	
	
	.973
	
	(.003)
	
	
	.973
	
	(.003)
	

	
	
	40
	.974
	
	(.003)
	
	　
	.974
	
	(.003
	
	　
	.974
	
	(003)
	
	　
	.974
	
	(.003)
	



